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Abstract
XPUs, such as GPUs, NPUs, ASICs, and FPGAs, lack flex-
ible scheduling capabilities, failing to meet rich application
requirements (e.g., priority and fairness) in multitasking envi-
ronments. This paper presents XSched, a scheduling frame-
work that enables preemptive scheduling on diverse XPUs
with flexible policies. XSched provides unified interfaces
for scheduling XPU tasks through a preemptible command
queue abstraction (XQueue). The key challenge in imple-
menting the abstraction is adapting to XPUs with diverse and
evolving hardware capabilities and software stacks. XSched
proposes a multi-level hardware model that enables mature,
advanced XPUs to achieve optimal scheduling performance
while maintaining compatibility with emerging, wimpy XPUs.
To demonstrate the generalizability of XSched, we adapted it
to ten XPUs of different types, brands, and generations across
seven software platforms and implemented two hardware-
agnostic scheduling policies. We further evaluated XSched
through three case studies of multitasking workloads on
XPUs. XSched effectively achieves various scheduling objec-
tives using its efficient and flexible preemption mechanisms.

1 Introduction
“Providing education for all without discrimination;

Teaching students in accordance with their aptitudes.”
— Confucius, The Analects

XPUs—referring to various accelerators, such as GPUs,
NPUs, ASICs, and FPGAs—are extensively deployed in
emerging systems, from cloud to edge, to offload intensive
computations from host CPUs [52, 56, 64, 138]. These sys-
tems often involve multiple concurrent XPU tasks [26, 53,
102, 110, 121, 130]. Sharing XPUs among these tasks is a
common practice to improve hardware efficiency and an in-
evitable choice for resource-constrained platforms. For ex-
ample, cloud providers share a single GPU among multiple
tenants to reduce costs [35, 131, 136], while edge platforms
run multiple AI models on a single NPU [53, 68, 97, 105].

Rich application scenarios pose diverse requirements for
XPU task scheduling. For instance, real-time systems (e.g.,
autonomous vehicles) need immediate responses for critical
XPU tasks [2, 51, 134], while cloud providers prioritize fair-
ness among tenants and maximum hardware utilization [126].
Although XPUs accelerate individual tasks effectively, they
∗Corresponding author (rongchen@sjtu.edu.cn) and project leader

often struggle to meet application requirements under mul-
titasking workloads due to inadequate scheduling support.
The hardware scheduler baked into XPUs adopts either non-
preemptive first-come, first-served (FCFS) scheduling (e.g.,
Intel NPUs [45], NVIDIA and AMD GPUs [75, 99]) or sim-
ple round-robin (RR) scheduling (e.g., multi-process GPU
tasks [3]). This may lead to unfairness and priority inver-
sions [60, 61, 100, 103, 113], which manifest as service-level
objective (SLO) violations in data centers or missed deadlines
in latency-critical autonomous systems. For example, in a
video conferencing application (see §8), the tail latency of a
real-time fake-background task increases by over 20× when
running alongside a speech-to-text task on an Intel NPU [45].

Previous studies have proposed several software-based pre-
emptive scheduling systems [16, 19, 39, 129] to bypass in-
adequate hardware schedulers, enabling the host CPU con-
trol over XPU task scheduling.1 However, current solutions
show a serious lack of generalizability when deployed across
diverse XPUs of different types, brands, and generations,
commonly found in modern cloud and edge computing plat-
forms [26, 45, 53, 85, 126]. Portability: Existing preemptive
scheduling systems [12, 19, 39, 129] are designed specifi-
cally for certain GPUs, making it challenging to port them
to other accelerators like NPUs, ASICs, and FPGAs, or even
to GPUs from different manufacturers and architectures [39].
To our knowledge, no software-based preemptive scheduling
solutions exist for NPUs and ASICs. Uniformity: The lack
of a unified abstraction for scheduling tasks on XPUs hin-
ders the development of hardware-agnostic policies tailored
to different application requirements. This also creates bar-
riers to scheduling tasks on heterogeneous hardware with
multiple XPUs, which is becoming increasingly popular in
AI PCs [45] and autonomous devices [85]. Evolvability: The
tight coupling between software and hardware implementa-
tions prevents them from evolving independently. This makes
it difficult for existing scheduling systems to quickly integrate
newly released or undocumented hardware features while
flexibly excluding obsolete or disabled ones.

The root cause of the challenges in implementing general
preemptive XPU scheduling is twofold. First, XPUs have
significant and evolving differences in hardware capabilities.
For example, while most systems rely on the general-purpose
programmability of GPUs for preemptive scheduling through

1This paper also considers preemption from the perspective of tasks, which
typically comprises hundreds or thousands of XPU commands, e.g., kernels.
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code transformation [12, 19, 39, 129], mainstream NPUs [82]
and ASICs [89, 90] are non-programmable. Additionally,
prior work [123] uses a specific ioctl to control timeslices
of NVIDIA Tegra embedded GPUs [86], which is not avail-
able in desktop or server GPUs. Second, the software stacks
of XPUs (e.g., user/kernel-mode drivers and firmware) are
notoriously complex and highly customized. This often leads
scheduling systems—both their mechanisms and policies—to
become tightly coupled with specific details of the XPU. For
example, TimeGraph [60] only works on Direct Rendering
Infrastructure (DRI) drivers, and REEF [39] is integrated with
the runtime and driver of AMD GPUs.

Key idea. We propose establishing a unified abstraction with
a multi-level hardware model for preemptive XPU scheduling,
which effectively conceals the differences and complexities
in hardware capabilities and software stacks, ensuring gener-
alizability. The abstraction provides unified interfaces for task
scheduling across diverse XPUs, enabling hardware-agnostic
policies and cooperation between XPUs. The model defines
support levels aligning with fundamental requirements of
preemptive scheduling, allowing developers to seamlessly im-
plement one or more levels based on the hardware capabilities
of each XPU and agilely evolve as capabilities change.

Our approach. We introduce XQueue, a preemptible com-
mand queue abstraction designed for XPU task scheduling.
XQueue is analogous to CPU thread abstraction, as illustrated
in Fig. 1. Each XQueue hosts an XPU task, which consists of a
sequence of commands—such as GPU kernels, memory-copy
operations, tensor operators, and other XPU-specific opera-
tions. An XPU functions as a worker, consuming commands
from multiple XQueues. Task preemption is accomplished by
switching between these XQueues. XQueue offers simple yet
powerful interfaces for preemptive scheduling, making it easy
to implement various hardware-agnostic policies, like fixed
priority [74] and bandwidth partition [1].

We propose a multi-level hardware model to implement the
XQueue abstraction on diverse XPUs. The model decouples
preemption mechanisms from XPU-specific details and cate-
gorizes them into three levels. Level 1 (Lv1) allows XPUs to
preempt (pending) commands that have been submitted but
not launched. Level 2 (Lv2) extends Lv1 by enabling XPUs to
preempt (in-flight) commands that have been launched but not
executed. Level 3 (Lv3) builds upon Lv2 by allowing XPUs
to preempt (running) commands that are being executed.

Based on our unified abstraction and multi-level hardware
model, we implement XSched, a preemptive XPU scheduling
framework. XSched is designed to be both efficient in schedul-
ing XPU tasks and transparent to applications. For efficiency,
XSched launches XPU commands asynchronously but pro-
gressively to pipeline command launch and execution for low
task latency, while keeping most of the commands under host
control for scheduling. For transparency, XSched provides a
shim layer that intercepts commands from applications using
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Fig. 1: A unified abstraction for preemptive XPU scheduling.

APIs of the original platform and forwards them to XSched.
Moreover, we devise two new techniques for Lv2 preemptive
scheduling on NVIDIA GPUs [128] and Intel NPUs [45],
as well as one for Lv3 on NVIDIA GPUs released after the
Pascal architecture [79].

To showcase the generalizability of XSched, we adapted
it to different types, brands, and generations of XPUs across
seven software platforms: NVIDIA (Kepler, Volta, and Am-
pere) [128], AMD [127], and Intel [45] GPUs; Ascend [43],
Intel [45], and NVIDIA [82] NPUs; NVIDIA (PVA [90] and
OFA [89]) ASICs; and Xilinx [4] FPGAs. Thanks to the multi-
level hardware model, XSched makes it possible (even easy)
to enable preemptive scheduling on emerging, wimpy XPUs,
while fully leveraging the capabilities of mature, advanced
XPUs. XSched is the first software-based system to support
preemptive scheduling on these NPUs and ASICs. The Lv1
implementations require just 214–841 lines of C++ code and
can be shared across XPUs supported by the same software
platform. Additionally, we implemented Lv2 and Lv3 pre-
emption on five and three categories of XPUs, respectively,
using our new techniques with specific hardware capabilities.

We implemented two hardware-agnostic scheduling poli-
cies based on our unified abstraction and evaluated them on
ten distinct XPUs against their native hardware schedulers.
For the fixed priority policy [74], XSched reduces the tail
latency (99th percentile, P99) of high-priority tasks by up to
2.10×. For the bandwidth partition policy [1], XSched parti-
tions the XPU according to the throughput assigned for each
task, with an acceptable overhead (1.5% on average). XSched
also enables cooperative scheduling among XPUs, reducing
the P99 latency of foreground NPU tasks by up to 2.63×,
when running background tasks on both NPU and GPU.

We further evaluated XSched through three case studies.
In a multi-tenant cloud scenario hosting two containers on
a single GPU, XSched harvests 2.74× more GPU resources
than TGS [130] while maintaining production container per-
formance. In a video-conferencing application that runs two
tasks on a single Intel NPU, XSched reduces the P99 frame
latency by 9.26×. For multi-model inference serving, XSched
reduces the P99 inference latency in Triton [94], a production-
level system, by 30.0%, and achieves performance compara-
ble to Paella [75], a state-of-the-art hardware-specific solution.
Integrating XSched requires only a dozen lines of code.
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2 Background and Motivation
2.1 Characterizing XPU Tasks

The XPU functions as a peripheral device that is managed
by the host CPU. Despite the diversity of XPU architectures,
runtimes, and programming models, XPU tasks share a com-
mon execution pattern. Typically, an XPU task consists of
a sequence of commands, including GPU kernels, memory-
copy operations, tensor operators on NPUs and TPUs, color
space conversions on image-processing ASICs, and other
XPU-specific operations. These commands execute sequen-
tially based on data dependencies [22, 39, 75]. Additionally,
auxiliary commands, such as CUDA and OpenCL events, are
available to monitor command execution on XPUs. For each
XPU task, the host CPU launches all its commands and then
uses synchronization APIs to wait for their completion, since
commands run asynchronously with it. Take a DNN inference
task on a GPU as an example: the host CPU first initiates a
memory-copy command to load the input into GPU memory.
Then, it launches hundreds or thousands of GPU kernel com-
mands to perform the inference layer by layer, followed by
a memory-copy command to retrieve the results. These as-
sumptions about XPUs and their tasks apply to most modern
accelerators, including GPUs, NPUs, ASICs, and FPGAs.

2.2 Necessity of Preemptive Task Scheduling

XPUs are widely deployed across emerging systems—from
cloud to edge—to offload intensive computations from host
CPUs. Sharing XPU among multiple tasks enhances hardware
utilization in cloud platforms and is essential for resource-
constrained edge and mobile devices. For example, cloud
providers commonly use a single GPU to serve multiple ten-
ants or serverless function instances [26, 102, 130]. In au-
tonomous vehicles, various algorithms, including perception,
planning, and decision-making, are deployed on one TPU
or ASIC [110]. On smartphones, both foreground and back-
ground AI tasks, like real-time voice input and photo indexing,
run simultaneously on one NPU [53].

The demand for multi-task scheduling varies across differ-
ent application scenarios. For instance, industrial automation
applications like robotics and autonomous driving require
low and deterministic latency [39, 41, 68]. Datacenters must
ensure the service-level objective (SLO) [9, 36, 130, 139]
and fairness among tenants [17]. Meanwhile, mobile de-
vices like smartphones and AI PCs prioritize power effi-
ciency [11, 31, 112] and user responsiveness [53]. Task pre-
emption is a crucial mechanism to meet these diverse schedul-
ing requirements [19, 22, 39, 57, 73, 101, 139], as it can sig-
nificantly enhance system responsiveness and fairness while
providing flexibility in scheduling.

2.3 Solution 1: XPU Hardware Scheduling

Lack of preemption support. Since XPUs typically func-
tion as peripherals, the host CPU launches commands se-

quentially to XPUs through a first-in, first-out (FIFO) ring
buffer [39, 60]. This leads to tasks being naturally sched-
uled on a first-come, first-served (FCFS) basis. The non-
preemptive policy is deeply embedded in the hardware,
firmware, and drivers of various XPUs, including NVIDIA
and AMD GPUs [39, 75, 109, 129], TPUs [22, 77, 106],
Ascend and Intel NPUs [43, 45], and Jetson embedded
ASICs [85]. Consequently, urgent tasks can be blocked by less
critical ones, leading to priority inversions [28, 60, 129] and
unpredictable task latencies. For example, we observed on dif-
ferent XPUs that sharing an XPU with just a background task
can increase the tail latency of the foreground task by up to
2.19× (see §7.2). These issues are unacceptable in real-time
scenarios like autonomous driving [2, 51, 134] and network
packet processing [33, 59]. The non-preemptive policy also
causes unfairness among multiple tenants in cloud environ-
ments [35, 136]. While some modern GPUs incorporate a
simple time-sliced round-robin (RR) policy to serve tasks
from different processes, latency-sensitive tasks still suffer
from unpredictable performance degradation as the number
of concurrent tasks increases [123].

Hard to support flexible policy. Hardware scheduling is
restricted by its elementary, fixed policies. Due to real-time
constraints and limited on-chip resources [133], native hard-
ware schedulers cannot accommodate sophisticated policies.
They also lack adequate runtime feedback and task informa-
tion (e.g., priority and deadline), which are essential for im-
plementing workload-aware scheduling strategies like those
in SHEPHERD [139] and Paella [75]. Furthermore, since the
policy is baked into the hardware or firmware, it cannot adapt
agilely to changing workloads and scheduling requirements.

2.4 Solution 2: Host-managed XPU Scheduling
Scheduling XPU tasks on the host CPU is a preferred solution
as it offers enhanced flexibility and customizability. Users can
select from various scheduling policies tailored to application
requirements, akin to traditional CPU thread scheduling.

Design for specific XPUs. Prior work proposed several host-
managed scheduling approaches to bypass the inefficient XPU
hardware scheduler and take over scheduling on the host CPU.
However, these solutions lack generalizability due to their
reliance on specific hardware capabilities. For example, Eff-
iSha [19] and FLEP [129] enable preemption through GPU
kernel transformation, which requires general-purpose pro-
grammability. A recent work [123] uses a specific ioctl
interface to control timeslices of NVIDIA Tegra embedded
GPUs. REEF [39] and a prior work [66] depend on a micro-
controller function on AMD or ARM GPUs to reset compute
units. Moreover, these solutions are tightly coupled with XPU-
specific software stacks, further limiting their generalizability.
For example, REEF [39] is integrated with the AMD GPU
driver and compiler. TimeGraph [60] only works with drivers
built on the Direct Rendering Infrastructure (DRI).

XPU-specific solutions bring issues with portability, uni-
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formity, and evolvability, especially for users and developers
of heterogeneous cloud and edge platforms that host different
types, brands, and generations of XPUs. First, these solutions
are difficult to port between different XPU types or across
vendors and architectures. Second, they lack a unified ab-
straction for task scheduling across different XPUs, which
impedes the development of hardware-agnostic policies and
cooperative scheduling on heterogeneous platforms like Intel
Core Ultra [45] and NVIDIA Jetson Orin [85]. Third, these
solutions struggle to evolve with hardware changes, whether
incorporating new features (e.g., interrupts on NVIDIA GPUs
since Pascal architecture [75]) or handling deprecated ones.

Lack of unified abstraction and hardware model. The
major challenge towards general solutions is the lack of uni-
fied abstraction and appropriate hardware models for diverse
XPUs. A class of traditional hardware, like CPUs and disks,
can be uniformly managed by the OS, regardless of their dif-
ferent architectures or manufacturers, as they share similar
hardware capabilities that a general hardware model can ade-
quately describe. For example, CPUs offer interrupts and priv-
ilege modes, while disks implement block device interfaces.
Based on these models, the OS provides unified abstractions,
like threads and files, to assist users in managing and utilizing
the same class of devices.

For XPU scheduling, the hardware model conceals the
complexity and heterogeneity of XPUs. Supporting new hard-
ware requires only implementing the hardware model inter-
faces. Meanwhile, a unified abstraction for XPU tasks en-
ables hardware-agnostic and cooperative scheduling policies
by decoupling policies from task preemption mechanisms
and providing a uniform view across different XPUs. The ab-
straction and hardware model keep the OS design clean and
flexible to evolve. However, XPUs currently lack such unified
abstraction and hardware model due to their significant and
evolving differences in hardware capabilities.

3 The XQueue Abstraction

Opportunity. Despite the significant and evolving differ-
ences in their hardware capabilities and software stacks,
XPU drivers in different software platforms generally provide
queue-like programming model and interfaces, which we col-
lectively refer to as hardware queue (hwQueue). Examples
of these include GPU streams in CUDA [93] and HIP [5], ZE
command queues in LevelZero [47], MTL command queues
in Metal [6], ACL runtime streams in Ascend [43], CL com-
mand queues in OpenCL [62], and VPI streams for vision
processing ASICs [91].

3.1 Preemptible Command Queue
We propose XQueue, a preemptible command queue abstrac-
tion for preemptive scheduling on diverse XPUs. XQueue is a
queue of XPU commands that are executed sequentially in the
order of submission. When an application process runs a task

Table 1: Interfaces of the XQueue abstraction.

XQueue Interface Description

submit(xq,cmd) Submit a command (cmd) to XQueue (xq)
wait(xq,cmd) Wait for a given cmd in xq to complete
suspend(xq) Suspend xq to pause task execution
resume(xq) Resume xq to continue task execution

(e.g., DNN inference) on the XPU, it instantiates the task into
a sequence of commands (e.g., GPU kernels, memory-copy
operations, and tensor operators) and submits them to the
XQueue in order. These commands execute asynchronously
and sequentially on the XPU. The process can wait for the
commands in an XQueue to complete. Note that a process can
have multiple XQueues and submit different tasks to them.

This abstraction is familiar to developers, since many XPUs
have already adopted it. There is no semantic gap between
XQueue and hwQueue in task execution, allowing XQueue to
be seamlessly integrated with existing applications. XQueue
differs from hwQueue in how it schedules submitted com-
mands of a task. hwQueue is non-preemptible [19, 75, 129],
meaning that once commands are submitted to the hwQueue,
there is no practical way to pause them. In contrast, com-
mands submitted to the XQueue can be preempted by the host
CPU. Specifically, the host can suspend an XQueue to pause
the running XPU task, yielding the XPU to other tasks. It
can also resume the XQueue to continue task execution. This
scheduling process is transparent to applications, which still
perceive normal execution behavior of the XPU.

The XQueue abstraction is analogous to CPU thread ab-
straction, as illustrated in Fig. 1. An XPU task is a sequence
of commands executed by an XQueue, while a CPU task is
a sequence of instructions executed by a CPU thread. Both
XPU tasks and CPU tasks are scheduled by suspending and re-
suming their corresponding XQueues and threads.2 Moreover,
multiple XQueues can run concurrently to achieve higher
hardware utilization and overall throughput if the XPU sup-
ports spatial multiplexing mechanisms like GPU streams,
which is akin to CPU hyper-threading. In summary, the
XQueue abstraction preserves the programming semantics
of the hwQueue, while providing familiar thread-like pre-
emptive scheduling capabilities, which facilitates application
compatibility and simplifies unified XPU task scheduling.

Interfaces. Table 1 lists the interfaces of XQueue. The
XQueue provides a preemptible command queue abstraction
for XPU task execution and preemptive scheduling. It of-
fers submit and wait interfaces that enable applications
to submit commands for asynchronous execution and wait
for their completion on XPUs. Additionally, the XQueue
provides suspend and resume interfaces, allowing the
scheduler to control whether its commands can be executed
on the XPU. These interfaces hide the implementation de-

2The hwQueue functions similarly to a kernel thread in CPU scheduling,
where the actual task scheduling occurs (Fig. 1 omits this detail for brevity).
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# fixed priority policy

void schedule(xq_status)

1   xqs = get_ready_xqueues(xq_status)

2   highest = find_highest_priority(xqs)

# schedule ready XQueues with highest priority 

3 for xq in xqs

4     if get_priority(xq) == highest then

5       resume(xq)  # resume highest-priority XQueue

6 else

7 suspend(xq) # suspend others

# bandwidth partition policy

void schedule(xq_status)

8   current = get_running_xqueue(xq_status)

# schedule next XQueue if timeslice expires

9   if timeslice_is_expired(current) then

10    next = get_next_ready_xqueue(xq_status)

11    suspend(current)  # suspend current XQueue

12    resume(next)  # resume next XQueue

13    timeslice = get_ratio(next) × QUANTUM

# call schedule() when timeout

14    add_timer(timeslice)

Fig. 2: Pseudocode of fixed-priority and bandwidth-partition
scheduling policy implementations based on XQueue interfaces.

tails of preemption mechanisms on diverse XPUs, enabling
hardware-agnostic scheduling policies.

3.2 Scheduling Policy

XQueue interfaces are flexible for implementing various pre-
emptive scheduling policies, such as fixed priority (FP) [74],
shortest remaining time first (SRTF) [114], earliest deadline
first (EDF) [74], and bandwidth partition (BP) [1]. Fig. 2
demonstrates the implementation of fixed priority and band-
width partition scheduling using XQueue. In the fixed priority
policy, each XQueue is assigned a priority that reflects the
urgency of its task. The scheduling policy is triggered when
XQueue status (xq_status) changes, such as when a new
command arrives (making the XQueue ready), or when all
commands complete (making the XQueue idle). The policy
then finds and resumes ready XQueues with the highest pri-
ority while suspending others. This allows urgent tasks to
preempt less critical ones. In the bandwidth partition pol-
icy, each XQueue is assigned a timeslice proportional to its
allocated bandwidth. When a timeslice expires, the current
XQueue is suspended, and the next one is resumed in a round-
robin order. A timer is set to trigger rescheduling when the
timeslice runs out. This policy ensures that tasks share the
XPU utilization according to their specified ratios.

4 Multi-level Hardware Model
XQueue provides a unified abstraction for preemptive XPU
scheduling. The hardware model plays a crucial role in im-
plementing XQueue on different XPUs by decoupling the
preemption mechanism from XPU-specific details. However,
embracing both portability and high preemption performance
presents a significant challenge. For instance, if the model

interrupt

XQueue

XPU

submitted

completed

preemption running

in-flight

pending

deactivate

block

level
1

level
2

level
3

scheduling

hwQueue

preempted run-to-complete

launch

execute

Command

Fig. 3: Comparison of three preemption levels for XPU scheduling.

defines a preemption capability specific to certain XPUs to
achieve optimal performance, it may not be portable to other
XPUs that cannot support this capability.

Inspired by transaction isolation levels [13], we introduce
a multi-level hardware model for preemptive scheduling on
diverse XPUs. We characterize three levels of task preemp-
tion from the perspective of command states, as illustrated
in Fig. 3. Each preemption level targets commands in one
of three states: pending (ready to be launched3), in-flight
(launched but not executed), or running (currently being exe-
cuted). For each level, we identify the necessary hardware ca-
pabilities and interfaces to implement task preemption. Higher
levels require more advanced capabilities for finer-grained
preemption, while lower levels need only basic capabilities,
making them applicable to a broader range of XPUs.

4.1 Level 1: Pending Command Preemption
Level 1 (Lv1) preemption targets commands in the pending
state before launch. Once a command is launched, it is en-
queued to the hardware queue (hwQueue), becoming in-flight
and escaping host control. Therefore, the host can preempt
pending commands by simply blocking their launch. Lv1 only
requires capabilities to launch and synchronize commands,
which all XPUs provide. The preemption latency is the total
execution time of all launched commands, as shown in Fig. 3.

4.2 Level 2: In-flight Command Preemption
Unlike Lv1, which passively waits for in-flight commands
to complete, Level 2 (Lv2) preemption can actively prevent
in-flight commands from executing. This greatly reduces the
preemption latency to just the execution time of the currently
running command, as shown in Fig. 3. The key capability is
to deactivate and reactivate the hwQueue. Once deactivated,
no new commands from this hwQueue will execute until reac-
tivation, enabling Lv2 preemption. This deactivation can be
implemented by stalling-based or flushing-based approaches.

Stalling-based deactivation. The hwQueue can be deac-
tivated by stalling command dequeuing, which prevents
new commands from being fetched for execution. This ap-
proach requires advanced XPUs with integrated microcon-

3Launch refers to enqueuing a command to a hwQueue, after which launched
commands escape host control—unlike the submit interface of XQueue.
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Table 2: Interfaces of the multi-level XPU hardware model.

Level Interface Description

Lv1
{ launch(hwq,cmd) Enqueue a given command (cmd) to a hwQueue (hwq) for executing it sequentially and asynchronously

sync(hwq,cmd) Wait for a given cmd in a hwq to complete

Lv2
{ deactivate(hwq) Deactivate a given hwq to prevent all its commands from being selected for execution

reactivate(hwq) Reactivate a given hwq to allow all its commands to be selected for execution

Lv3
{ interrupt(hwq) Interrupt the running command of a given hwq

restore(hwq) Restore the interrupted command of a given hwq
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trollers [30, 44, 46, 55, 72] that can selectively dequeue com-
mands based on their attributes. The host can either instruct
the microcontroller directly or modify command attributes to
control dequeuing, achieving deactivation and reactivation.

Flushing-based deactivation. Another approach is to flush
all in-flight commands in the hwQueue and relaunch them
upon reactivation. Prior work [19, 39, 129] proposes that
commands could be retrofitted to flush themselves, which
solely requires the commands to be programmable. This ap-
proach works on all programmable XPUs, e.g., GPUs and
many NPUs [43].

4.3 Level 3: Running Command Preemption
Lv2 preemption still requires waiting for the running com-
mand to complete, which leads to unpredictable preemp-
tion latency and may not meet strict real-time requirements
for applications like automation [2, 51, 134] and network-
ing [33, 59]. In contrast, Level 3 (Lv3) preemption targets
the running command, aiming to achieve ultra-low and sta-
ble preemption latency, as illustrated in Fig. 3. This requires
hardware capabilities that can interrupt and restore the run-
ning command. Once interrupted by the host, the running
command is instantly paused and preempted for the execution
of another command. The interrupted command is later re-
stored to continue its execution. These capabilities are already
present in modern GPUs [39, 44, 79].

4.4 Hardware Model Interfaces
The hardware model hides XPU hardware and driver differ-
ences through multi-level interfaces, as listed in Table 2. The

three levels form a hierarchical design. The higher level in-
troduces advanced preemption functionality and relies on the
implementation of all lower levels to function properly. Lv1
interfaces consist of native hwQueue operations: launch
for asynchronous command execution and sync for com-
mand synchronization. Lv2 interfaces include deactivate
and reactivate to control the execution of in-flight com-
mands in the hwQueue. Lv3 further introduces interrupt
to instantly pause the running command and restore to
resume the interrupted command.

5 The XSched Framework
5.1 Overview

We present XSched, a preemptive scheduling framework that
implements XQueue based on the multi-level hardware model
and supports diverse XPUs. As illustrated in Fig. 4, XSched
consists of four key components: XPU shim (XShim), XPU
task preemption (XPreempt), XPU adapter layer (XAL), and
scheduler. XShim, XPreempt, and XAL are three dynamically
linked libraries that are preloaded into the application process,
while the scheduler runs as a shared system service daemon.

XShim. Typically, applications call driver APIs to launch XPU
commands, with task scheduling handled entirely by the un-
derlying hardware. The XShim library changes this workflow
by intercepting XPU driver API calls and redirecting com-
mands to the XQueue (➀ in Fig. 4). The approach provides
transparency, allowing applications to run on XSched without
modifications. The XShim library can be reused across XPUs
that share the same driver. Note that the XShim library is op-
tional when porting XSched to a new XPU, since applications
can directly call XQueue interfaces instead.

XPreempt. The XPreempt library implements the interfaces of
XQueue abstraction listed in Table 1, including submit and
wait to support task execution, and suspend and resume
to schedule XQueues. Commands submitted to the XQueue
are buffered and launched to the XPU at a proper time (➁ in
Fig. 4) to achieve task preemption. The XPreempt library con-
tains an agent that watches the state of XQueue (e.g., ready or
idle) and generates scheduling events to notify the scheduler
(➂ in Fig. 4) via inter-process communication (IPC). The
agent is also responsible for applying the scheduling opera-
tions (e.g., suspend or resume an XQueue) received from the
scheduler (➄ in Fig. 4).
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Fig. 5: The performance overhead of synchronous execution (a) on
various XPUs (GPUs/NPUs: ResNet-152 [40], OFA: Stereo Dispar-
ity [88], PVA: Gaussian Filter [88], VU9P: Vector Addition [132],
and (b) using various deep learning (DL) [40, 42] and scientific
computing [18] workloads on three NVIDIA GPUs.

XAL. The XAL library implements the multi-level hardware
model interfaces (listed in Table 2) by calling XPU driver
APIs. Note that only Lv1 interfaces are mandatory for sup-
porting a new XPU, while Lv2 and Lv3 interfaces are optional
for better performance. Like XShim, the Lv1 implementation
can be reused across XPUs sharing the same driver.

XScheduler. The scheduler runs as a daemon process, coor-
dinating all XQueues from different processes. It monitors
global XQueue status through agent-reported events (➂ in
Fig. 4), and invokes the scheduling policy to make decisions
when status changes occur. The daemon performs these deci-
sions by sending scheduling operations to agents (➃ in Fig. 4).
The policy in XScheduler is modular and customizable to suit
various workloads. Users can change the policy and give
scheduling hints (e.g., priority or bandwidth) through XCLI,
a command-line tool (➅ in Fig. 4).

5.2 XPreempt Design

The XPreempt library implements the preemptible XQueue
abstraction using interfaces of our multi-level hardware model
provided by the XAL, as shown in Fig. 6. Since the model
conceals hardware details, it is challenging for XPreempt to
enforce task preemption efficiently, particularly when using
only Lv1 interfaces. This is because once commands are
launched, they move beyond host control, and the scheduler
can only passively wait for their completion.

Strawman: synchronous command execution. A straight-
forward solution [19, 61, 103, 111, 129] is to synchronize
the XPU and block the host CPU after launching each com-
mand, preventing excess commands from being enqueued
to the hwQueue. Consequently, the task is effectively pre-
empted by simply blocking the host thread, and the preemp-
tion completes right after the currently running command fin-
ishes. However, this approach is highly inefficient for modern
XPUs since it ignores their asynchronous nature. Synchro-
nization is costly due to the communication latency between
the CPU and the peripheral XPU, as well as driver overhead.
More importantly, modern XPUs utilize asynchronous exe-
cution to pipeline command launching and execution, hiding
the launching latency. Forcing synchronization creates fre-
quent pipeline stalls (bubbles) that severely reduce command

# XQueue APIs

void submit(xq, cmd)

1   push_pending_cmd(xq, cmd)

void wait(xq, cmd)

2 if find_pending_cmd(xq, cmd) then

3     ...  # wait to launch cmd

4 sync(xq.hwq, cmd)  # sync for completion

void suspend(xq)

5   xq.mode = SUSPENDED  # suspend XQueue

6   if LEVEL >= 2 then deactivate(xq.hwq)

7   if LEVEL == 3 then interrupt(xq.hwq)

void resume(xq)

8   xq.mode = RUNNING  # resume XQueue

9   if LEVEL >= 2 then reactivate(xq.hwq)

10  if LEVEL == 3 then restore(xq.hwq)

# progressive command launching

void worker_thread(xq)

11  while TRUE

12    if get_inflight_cnt(xq) >= THRESHOLD then

# wait until half of launched cmds complete

13      mid = get_inflight_middle(xq)

14      sync(xq.hwq, mid)  # sync for completion

15      pop_completed_cmds(xq)

16    cmd = pop_pending_cmd(xq)

17 while xq.mode == SUSPENDED

18 pause() # pause cmd launching

19    launch(xq.hwq, cmd)  # launch cmd to hwqueue

20    push_inflight_cmd(cmd)

Fig. 6: Pseudocode of XQueue APIs and progressive command
launching implementation in XPreempt.

throughput. As shown in Fig. 5 (a), synchronous command
execution imposes substantial performance overhead on dif-
ferent XPUs, ranging from 8.2% to 151.3%. Furthermore,
this overhead grows larger with more advanced XPUs, as
pipeline stalls consume a greater proportion of time when
XPU command execution speed increases. Fig. 5 (b) shows
that the performance overhead increases by 3.04× on average
when upgrading from GTX 1060 to RTX 3080.

Our solution: progressive command launching. Inspired by
our prior work [39], XPreempt introduces a progressive com-
mand launching mechanism to balance preemption latency
and runtime overhead, as shown in Fig. 6. This approach
maintains a small number of in-flight commands, preventing
pipeline stalls while enabling fine-grained preemption. When
suspending the XQueue, the scheduler waits only for these
few in-flight commands to complete, rather than all submitted
commands (usually hundreds of commands).

Each XQueue contains a worker thread, a pending com-
mand buffer, an in-flight command log, and a corresponding
hwQueue. When a command is submitted to the XQueue, it
is first pushed into the pending command buffer (Line 1). The
worker thread then progressively launches it to the hwQueue
and records these in-flight commands in the log. Specifically,
the worker checks the count of in-flight commands against
a user-defined threshold (Line 12). If the count exceeds this
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threshold, the worker invokes sync to wait for half of in-
flight commands to complete (Lines 13–15). This threshold
can be adjusted based on workloads to trade off preemption la-
tency and runtime overhead. When the XQueue is suspended,
the worker pauses to block new command launches (Lines
17–18). Once the XQueue is resumed, the worker continues
to launch pending commands (Lines 19–20).

Lv2 and Lv3 preemption. For XPUs supporting Lv2 inter-
faces, XPreempt additionally deactivates the hwQueue after
the worker is paused to accelerate task preemption when
suspending the XQueue. Also, the hwQueue is reactivated
when resuming. For XPUs supporting Lv3 interfaces, XPre-
empt further interrupts the currently running command in
the hwQueue to preempt the task instantly when suspend-
ing the XQueue, and restores the command when resuming.
The design of XPreempt is compatible with all three levels
and can fully leverage the hardware capabilities thanks to the
multi-level hardware model implemented in the XAL.

5.3 XScheduler Design

As depicted in Fig. 4, the XScheduler daemon is an event-
driven service that coordinates all XQueues from different
processes in the system, in cooperation with the XPreempt
agents. Each agent monitors the change events of XQueue
states, e.g., become ready when new commands are submitted
and idle when all commands are completed. These events are
sent to the XScheduler daemon to maintain global XQueue
status (each XQueue: ready or idle, XPU device ID, process
ID, etc.) and trigger the policy upon status changes. The
policy decides which XQueues to suspend or resume based
on current status. The decisions are sent back to the agents
and applied by calling suspend and resume interfaces
of these XQueues. Messages between XScheduler and the
agents are passed via shared-memory IPC, enabling XSched
to schedule XQueues across both processes and containers.
For cross-VM scheduling, message passing can alternatively
be implemented over network. This distributed XQueue de-
sign separates the control and data planes, minimizing com-
mand submission overhead and isolating errors within the
application process.

The policy in XSched is designed to be flexible and cus-
tomizable. XSched provides a send_hint API for applica-
tions and a command-line tool (XCLI) for users to provide
hints to the policy, which set policy-specific parameters (e.g.,
priority, bandwidth, and deadline) of an XQueue. This is sim-
ilar to how setpriority syscall and nice command set
the priority in Linux. In addition to several built-in policies
(e.g., fixed priority, bandwidth partition), users are free to cus-
tomize policies optimized for their application scenarios. The
policy should implement two basic interfaces: schedule
and recv_hint, which are called when XQueue status
changes and a new hint is given, respectively. As mentioned in
Fig. 2, schedule uses suspend and resume to schedule
XQueues, and add_timer to trigger itself after an interval.

6 Implementation on XPUs
We propose several new techniques to implement three pre-
emption levels (XAL) on different XPUs, spanning various
software platforms (CUDA, HIP, LevelZero, ACL, OpenCL,
etc.), accelerator types (GPU, NPU, ASIC, and FPGA), and
manufacturers (NVIDIA, AMD, Intel, Ascend, etc.).

6.1 Level 1 (Lv1) Preemption

Implementing Lv1 preemption is straightforward on XPUs
since their drivers natively support hwQueue to launch and
synchronize commands. Examples include CUstream in
CUDA [93] (for NVIDIA GPUs), hipStream in HIP [5]
(for AMD GPUs), ze_command_queue in LevelZero [47]
(for Intel GPUs and NPUs), aclrtStream in ACL [43] (for
Ascend NPUs), VPIStream in VPI [91] (for vision process-
ing ASICs), and cl_command_queue in OpenCL [62] (for
Xilinx FPGAs). The launch interface is implemented by
calling the appropriate driver API corresponding to the com-
mand type, e.g., cuLaunchKernel for launching kernels
on a CUstream and cuMemcpyAsync for memory copy
commands. These drivers also support events, e.g., CUevent
in CUDA and cl_event in OpenCL, which are fine-grained
synchronization points that can be recorded on the hwQueue.
The sync interface is implemented by synchronizing with
an extra event recorded after a given command. If the driver
does not support events, it can alternatively be implemented
by synchronizing with the hwQueue. Since Lv1 implementa-
tion relies only on basic driver APIs, it can be shared across
XPUs that use the same software platform. For example, the
OpenCL implementation supports GPUs, FPGAs and even
CPUs from various manufacturers.

6.2 Level 2 (Lv2) Preemption

XSched implemented hwQueue deactivation and reactivation
using a hardware-assisted stalling approach on Intel NPUs
and a software-based flushing approach on NVIDIA GPUs.

Stalling-based preemption. On-chip microcontrollers have
been widely integrated into XPUs to selectively dispatch
commands to execution units. Examples include Falcon mi-
crocontrollers in NVIDIA GPUs [10, 30, 55, 108], Command
Processors in AMD GPUs [39], Graphics microcontrollers
(GuCs) in Intel GPUs [44], LeonRT cores in Intel NPUs [46],
and Taishan cores in Ascend NPUs [72]. These XPUs can pre-
empt in-flight commands by instructing their microcontrollers
to stall command dequeuing for deactivation. Recently, Intel
released a new NPU firmware that supports these capabili-
ties [48]. We modified the driver [116] to expose them to the
host and implemented the Lv2 interfaces on Intel NPUs [45].

Flushing-based preemption. For XPUs without microcon-
troller support or exposed interfaces, we implement a software
approach for flushing-based deactivation on programmable
XPUs, demonstrating this on NVIDIA GPUs. XSched lever-
ages command programmability, instead of hardware micro-
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# GPU code injected at the beginning of kernel binary

void guardian(flag_ptr, hwq_id, cmd_id)

1     if *flag_ptr == DEACTIVATED then

2       push_aborted_cmd(hwq_id, cmd_id)

3       exit_thread()  # abort kernel execution

# host CPU code in XAL to implement Level 2 interfaces

void deactivate(hwq)

4     int *flag_ptr = get_deactivation_flag(hwq)

5     *flag_ptr = DEACTIVATED  # set per-hwqueue flag

void reactivate(hwq)

6     int *flag_ptr = get_deactivation_flag(hwq)

7     *flag_ptr = NORMAL # clear per-hwqueue flag

# relaunch aborted cmds

8 while cmd = pop_aborted_cmd(hwq)

9       launch(hwq, cmd)

Fig. 7: Pseudocode of flushing-based preemption implementation.

controllers, to flush all in-flight commands in the hwQueue.
As shown in Fig. 7, XSched prepends a guardian code snip-
pet to each GPU kernel (i.e., command) that checks a per-
hwQueue deactivation flag in GPU global memory. When this
flag is set, the guardian code records the command ID and
exits this command immediately. To deactivate the hwQueue,
the host sets the flag, prompting all in-flight kernels to abort
themselves. When reactivating, the host clears the flag and
relaunches the aborted kernels.

XSched injects the guardian code snippet into each GPU
kernel at runtime using dynamic binary instrumentation (DBI)
technique [118]. This guardian code is compiled to binary
using the NVIDIA compiler (NVCC) [83] and loaded into
GPU instruction memory at process startup. As shown in
Fig. 8, XSched rewrites the first instruction of each kernel
with a JMP instruction to a per-kernel helper snippet. This
snippet first loads the arguments of the guardian code from
GPU constant memory, where kernel arguments are stored,
and then calls the guardian code. After that, the snippet exe-
cutes the original replaced instruction and returns to the next
instruction in the kernel. Note that XSched leverages the hid-
den functions in the CUDA export table to allocate and access
GPU instruction and constant memory.

Prior work proposed similar kernel-flushing schemes [19,
39, 129]. However, these approaches require modifications to
kernel source code or PTX assembly, making them incompat-
ible with closed-source frameworks (e.g., TensorRT [87]) or
just-in-time compiled kernels (e.g., TensorFlow XLA [98]).
To our knowledge, XSched introduces the first flushing-based
deactivation at the binary level, allowing it to work seam-
lessly with all CUDA applications, including those built with
closed-source CUDA kernel libraries (e.g., cuBLAS [81],
cuDNN [84]) and inference frameworks like TensorRT.

6.3 Level 3 (Lv3) Preemption

Advanced modern XPUs, including NVIDIA GPUs released
after the Pascal architecture [79], as well as recent AMD,
Intel, and ARM GPUs [39, 44, 66], can interrupt running

# original kernel

MOV R4, 0x1

MOV R5, 0x2

STG [R8], R4

...

# modified kernel

JMP .L1

.L2

MOV R5, 0x2

STG [R8], R4

...

# guardian code snippet

GUARDIAN:

...  # check flag, record cmd

RET   

# helper snippet (per-kernel)

.L1:

LDC R4, c[..]  # load flag

LDC R6, c[..]  # load hwq_id

LDC R7, c[..]  # load cmd_id

CALL GUARDIAN

MOV R4, 0x1 # replaced inst

JMP .L2   

rewrite

Fig. 8: Binary instrumentation for flushing-based preemption.

commands. We implemented Lv3 preemption on NVIDIA
GPUs using two distinct approaches as illustrative examples.

TSG-based preemption. The interrupt mechanism on GPUs
is designed for scheduling processes, or timeslice groups
(TSGs) for NVIDIA GPUs [80, 123]. Each process is as-
signed a CUDA context corresponding to a TSG. When a
TSG’s timeslice expires, the GPU interrupts all running ker-
nels in this TSG and switches to the next TSG in a round-
robin manner. A previous study [123] found that TSGs of
NVIDIA Tegra embedded GPUs could be adjusted through
driver ioctl for task preemption. We implemented a sim-
ilar approach on desktop and server GPUs (e.g., GV100),
which dynamically adjusts TSG timeslices for Lv3 preemp-
tion. Specifically, the interrupt interface sets the times-
lice to zero for the TSG containing the hwQueue to be pre-
empted, and the restore interface resets the timeslice to its
original value. Since this interrupt affects the entire TSG, this
approach is only capable of inter-process scheduling. Note
that the TSG-based approach achieves both Lv2 and Lv3 pre-
emption by preempting both in-flight and running commands.

Queue-based preemption. We devise the first fine-grained
interrupts on NVIDIA GPUs to implement Lv3 preemption
at the hwQueue granularity. Although GPU interrupts are un-
documented [75, 111], by tracing CUDA application syscalls,
we discovered a specific ioctl that triggers GPU interrupts
by writing to a GPU control register—a feature originally
intended for kernel debugging. When the GPU is interrupted,
it immediately stalls all running kernels and invokes the trap
handler to save context and check trap reason. Using the
DBI-based guardian technique for flushing-based preemption,
XSched extends the trap handler to detect interrupts triggered
by XSched. When detected, the target kernel is aborted for
preemption, and the rest ones restore the context and con-
tinue execution. Unfortunately, NVIDIA GPUs do not expose
support for resuming an aborted kernel from its interruption
point. Inspired by prior work [39], XSched only preempts
idempotent kernels and restarts them from the beginning.4

4We currently identify idempotent kernels manually, similar to prior work [39,
66, 70, 101]. A recent work [38] enables validation of idempotent kernels
at launch time, and we plan to incorporate it to reduce manual efforts.
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7 Experimental Evaluation
7.1 Portability

The support for preemptive scheduling on diverse XPUs.
To demonstrate the portability of XSched, we adapted it to
seven XPU platforms, as listed in Table 3. Thanks to our
multi-level hardware model, only Lv1 implementation is nec-
essary for basic preemptive scheduling, requiring just 214–
841 lines of C++ code. Moreover, implementing Lv1 for
a new XPU is straightforward, as most of the code simply
unwraps and launches commands through the hwQueue pro-
vided by the drivers, sharing similar logic with just different
function names. For example, implementing a memory copy
command for the cuMemcpyAsync API in CUDA requires
only 12 lines of code, and over 70% of the APIs follow a
similar pattern. Additionally, the Lv1 implementation can be
shared across XPUs that use the same software platform. For
example, the implementation for OpenCL works seamlessly
with FPGAs and GPUs from various manufacturers, including
Xilinx, Intel, and Qualcomm [120]. For Lv2, we implemented
stalling-based preemption on Intel NPUs and flushing-based
preemption on NVIDIA Kepler, Volta, and Ampere GPUs.
For Lv3, we implemented TSG-based preemption on NVIDIA
GPUs released after the Pascal architecture and queue-based
preemption on NVIDIA Volta and Ampere GPUs.

For performance experiments, we selected ten distinct
XPUs: four GPUs (NV GV100 and K40m; AMD MI50;
and Intel Arc iGPU [45]), three NPUs (Intel NPU3720 [45];
Ascend 910b [43]; and NV DLA [82]), two ASICs (NV
PVA [90] and OFA [89]), and one FPGA (Xilinx VU9P [4]).

7.2 Uniformity

The support for flexible scheduling policy. Thanks to the
unified abstraction of XSched, we implemented two hardware-
agnostic and portable scheduling policies: fixed priority [74]
and bandwidth partition [1], which required only 104 and 200
lines of C++ code, respectively. We evaluated them across ten
distinct XPUs at their highest preemption level (see Table 3).

Workloads. In our experiments, we run two independent pro-
cesses that submit the same types of tasks to a single XPU,
with no shared data between them. We designate one pro-
cess as foreground and the other as background, which the
scheduling policy treats differently. For GPUs and NPUs,
both processes submit DL inference tasks of the ResNet-152
model [40]. For ASICs, they execute the Stereo Disparity al-
gorithm [88] on OFA, and the Gaussian Filter algorithm [88]
on PVA. For FPGA, they perform vector addition tasks [132].
Note that commands are variably-sized, e.g., ranging from 2
to 113µs for GV100, and 95 to 661µs for DLA.

Fixed priority policy. The foreground process issues tasks pe-
riodically at a fixed frequency (20% of its peak throughput),
and the background process issues tasks continuously at max-
imum frequency. XSched assigns a high priority to the fore-
ground process and a low priority to the background process.

Table 3: Description of XPUs and development effort (in lines
of C++ code) for porting XSched. indicates a level that can be
supported but has not yet been implemented, while indicates a
level that cannot be supported based on current hardware capabili-
ties. Note that flushing-based Lv2 implementation on NVIDIA GPUs
shares 513 LoCs for DBI, and TSG-based inter-process preemption
takes 90 LoCs to implement Lv3 along with Lv2.

Platform XPU XShim Lv1 Lv2 Lv3

CUDA

NV Kepler GPUs

318 511

99 (+513)
NV Volta GPUs 175 (+513) 301
NV Ampere GPUs 189 (+513) 308
NV GPUs w/ TSG / 90

HIP AMD GPUs 316 841

LevelZero
Intel GPUs

343 379
Intel NPUs 131

ACL Ascend NPUs 121 260

CUDLA NV DLA 96 247

VPI NV OFA, NV PVA 84 214

OpenCL
Xilinx FPGAs,
GPUs and CPUs

204 350

Fig. 9 (top) shows the latency CDF of foreground tasks. The
native hardware scheduler of all XPUs treats both processes
equally, which doubles the tail latencies (99th percentile, P99)
of foreground tasks compared to standalone execution (1.60×
to 2.19×). In contrast, XSched preempts background tasks
upon foreground task arrival. As a result, the P99 latencies of
foreground tasks are close to standalone performance (1.02×
to 1.30×) and are up to 2.11× lower than those experienced
with the native hardware scheduler.

Bandwidth partition policy. Both the foreground and back-
ground processes continuously issue tasks at their maximum
frequency. XSched allocates 75% of the XPU utilization to the
foreground process and 25% to the background process. This
simulates a scenario where an XPU is temporarily partitioned
between two users with different QoS requirements [35].
Fig. 9 (bottom) shows the throughput of both tasks, normal-
ized by the throughput of standalone execution. For all XPUs,
the native hardware scheduler shares the XPU equally be-
tween foreground and background tasks. XSched achieves
similar overall throughput to standalone execution with only
1.5% overhead on average, while guaranteeing the desired
throughput partition ratio between two processes. On MI50,
910b, and VU9P, the native hardware scheduler surpasses
both standalone execution and XSched in total throughput, as
a single process cannot fully utilize hardware resources.

The uniform policy for heterogeneous XPUs. The XQueue
interface facilitates seamless implementation of policies that
cooperatively schedule multiple XPUs.

Workloads. The experiments are conducted on an NVIDIA
Jetson Orin and an AI PC powered by Intel Core Ultra 9
185H. Initially, we run the same workload (i.e., two pro-
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Fig. 9: The scheduling performance of XSched on different XPUs. (Top): The latency CDF of the foreground task using fixed priority policy,
(Bottom): The normalized throughput of foreground (Fg) and background (Bg) tasks using bandwidth partition policy. XSched-T refers to
TSG-based inter-process preemption (§6.3). The thresholds for in-flight commands are tuned for each device, ranging from 2 to 16.
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Fig. 10: The latency CDF when co-running foreground NPU tasks
with GPU and NPU background tasks on heterogeneous platforms.
‘XSched NPU’ means using XSched only for the NPU. ‘XSched
N+G’ means using XSched for both NPU and GPU cooperatively.

cesses running inference) as in Fig. 9 (top) for NPUs (i.e.,
NVIDIA DLA and Intel NPU3720). Subsequently, we run
memory bandwidth-consuming tasks in another low-priority
background process using the integrated GPU on the SoC.

Heterogeneous priority policy. Fig. 10 shows the CDF of the
foreground task latencies. Although GPU and NPU operate in-
dependently for the computing resources, they may compete
for the memory bandwidth and power supply on the SoC, lead-
ing to performance interference. Consequently, when schedul-
ing only NPU tasks (XSched NPU), the latency, while reduced
compared to the native hardware scheduler, remains signif-
icantly worse than the standalone case (1.67× and 1.55×
for P99). To address this, we implement a scheduling policy
that uniformly schedules NPU and GPU tasks, allowing a
high-priority XQueue to preempt other lower-priority ones,
regardless of their associated XPU. With this policy (XSched
N+G), the latency of foreground NPU tasks is close to stan-
dalone (1.18× and 1.09× for P99), achieving a reduction of
up to 2.63× compared to the native hardware scheduler.

7.3 Evolvability

The effect of advanced preemptive scheduling. The multi-
level hardware model enables XPUs with advanced schedul-
ing capabilities to further enhance the scheduling perfor-
mance. As shown in Fig. 9 (top), XSched generally performs
better on XPUs that support Lv2 and Lv3 interfaces (i.e.,
GV100, K40m, and NPU3720) compared to other XPUs that
only support Lv1 interfaces. Specifically, the P99 latency of
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Fig. 11: (a) The P99 preemption latency using different preemption
levels, (b) the P99 preemption latency of GV100 for commands with
different execution times, and (c) the runtime overhead of Lv1 on
GV100 with different thresholds and command execution times.

the foreground tasks on GV100, K40m and NPU3720 using
XSched is only degraded by 1.9%, 3.8% and 5.4% compared
to standalone execution. In contrast, the degradation is more
significant on other XPUs, ranging from 7.3% to 29.6%.

We further evaluated the preemption latency of GV100,
K40m, and NPU3720 with varying level configurations, as de-
picted in Fig. 11 (a). In this experiment, preempted tasks con-
tinually launch commands with an execution time of 0.5 ms
(referred to as T hereafter), while the in-flight command
threshold is set to 8. The P99 preemption latency with Lv1
support for all XPUs is approximately 8T due to the neces-
sity to wait for all commands in the hwQueue to complete.
This P99 latency is reduced to about 1T with Lv2, as only
one command needs to be waited on. When employing Lv3
for GV100, the P99 preemption latency is further reduced
to 32µs, becoming independent of T . Fig. 11 (b) illustrates
the P99 preemption latency of the GV100 with commands of
varying execution durations, reinforcing this observed trend.

The adaptability to the evolution of XPUs. The multi-level
hardware model also enables XSched to adapt to the evolving
hardware capabilities and software interfaces of XPUs.

Hardware evolution. As many emerging XPUs are still un-
der development, their hardware capabilities for preemption
and scheduling may be enhanced in the subsequent gener-
ations. For example, the NVIDIA K40m does not support
interrupt-based preemption [78, 79] for implementing Lv3 in-
terfaces, while GV100 does. XSched can easily adapt to such
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new hardware capability by incrementally implementing the
higher levels of interfaces (e.g., Lv3 for GV100), while main-
taining compatibility with the earlier generations of XPUs that
only support lower levels of interfaces (e.g., Lv2 for K40m).
We believe that for future generations of XPUs, XSched can
continue to adapt to their evolved hardware capabilities.

Software evolution. The software interfaces of XPUs are also
evolving rapidly. For example, XSched implements Lv2 for
NPU3720 based on a new firmware released in July 2024 [48],
seven months after the release of the hardware product. Ad-
ditionally, the Lv3 implementation for GV100 relies on an
undocumented and potentially unstable driver interface. If
this interface is deprecated, XSched can selectively disable
the Lv3 interfaces without altering other parts of the system.

7.4 Scheduling Overhead
Compared to the native hardware scheduler, XSched incurs
additional overhead to support preemptive scheduling. We
evaluate this overhead using the same tasks as in Fig. 9.

Runtime overhead. Fig. 12 (a) shows the runtime overhead
of running an XPU task with XSched. The runtime overhead
is less than 3.4% on all XPUs for Lv1, primarily due to the
additional synchronizations required by the progressive com-
mand launching. For Lv2 on GV100 and K40m, the overhead
increases by 2.1% and 4.0%, respectively, compared to Lv1.
This is attributed to the execution of instrumented guardian
code, whose performance is dominated by the latency of
reading the flag. Therefore, XPUs with a high-performance
memory (e.g., HBM2 on GV100) may show a less perfor-
mance degradation compared to those with a low-performance
memory (e.g., GDDR5 on K40m). In contrast, the hardware-
assisted Lv2 on NPU3720 incurs no additional overhead.

Fig. 11 (c) further shows how in-flight command threshold
and command execution time affect the runtime overhead of
Lv1. Increasing the threshold can reduce runtime overhead as
it reduces pipeline stalls. When the threshold exceeds 10, the
overhead becomes negligible (less than 1%). The threshold
in experiments is tuned to the minimum value that achieves
overhead less than 3%. Moreover, shorter command execution
time incurs more overhead due to the increased proportion
of pipeline stalls, demonstrating the necessity of progressive
launching as XPUs become faster.
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CPU overhead. XSched employs several worker threads to
manage queues and schedule XPUs, increasing CPU usage.
As shown in Fig. 12 (b), XSched raises single-core CPU
utilization by less than 5% in most cases, except for 910b
(18.3%) and PVA (11.9%) because their drivers employ a
spinning approach for synchronizing the hwQueue.

8 Case Studies
Next, we demonstrate the practical benefits of XSched
through three case studies under different scenarios.

Case 1: GPU harvesting on multi-tenant server. To demon-
strate the efficiency of XSched with its multi-level hardware
model, we study how it manages two types of jobs on a single
GPU: production jobs (Pjob) and opportunistic jobs (Ojob).
Pjobs have stringent performance requirements with mini-
mal degradation, while Ojobs should harvest remaining GPU
resources on a best-effort basis.

We compare XSched against the native hardware scheduler,
and two open-source GPU sharing systems, vCUDA [35, 115]
and TGS [130]. Since vCUDA only supports quota-based
configurations, we pre-profile the GPU utilization of Pjobs to
allocate sufficient quota. TGS is evaluated without modifica-
tions, as it natively accommodates such workloads. XSched
employs the fixed priority policy, assigning higher priority
to Pjobs. The evaluation includes two workloads: (1) two
containers running DL training jobs, the workload as in
TGS, and (2) a container running financial algorithms (Black-
Scholes [95]) as Pjob and a container running scientific com-
puting (CFD [18]) as Ojob. We measure the request latency
of financial algorithms and the throughput of other jobs.

Fig. 13 (left) shows the normalized performance of these
systems on an NVIDIA GV100 GPU. Due to the lack of
priority-based scheduling, vCUDA causes a 15.1% and a
80.0% performance degradation for Pjobs in DL training and
financial algorithms, respectively. TGS can be regarded as a
Lv1 implementation that carefully manages the number of
in-flight commands for Ojobs by estimating the kernel sub-
mission rate of Pjobs. However, it presents two limitations.
First, it misses the execution opportunities for Ojobs if the
estimated kernel submission rate is inaccurate. Consequently,
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Fig. 14: The frame latency of LFBW (fake-background) when run-
ning along with whisper.cpp (speech-to-text) on an Intel NPU3720.

TGS can only harvest 7.3% of the GPU resources for Ojobs
during DL training while XSched can utilize 20.0%, repre-
senting a 2.74× improvement. Second, TGS is effective only
for Pjobs with specific patterns (e.g., DL training), and fails
to accommodate other job types (e.g., financial algorithms).
As a result, TGS exhibits a 70.0% performance degradation
for Pjobs of financial algorithms. XSched overcomes these
limitations by supporting Lv2 preemption, which mitigates
the impact of in-flight commands from Ojobs on Pjobs’ per-
formance, thereby ensuring the performance of Pjobs (1.0%
degradation) while improving the GPU utilization of Ojobs.

We further conducted the experiments on an AMD MI50
GPU, shown in Fig. 13 (right). Although XSched only im-
plements Lv1 interfaces on AMD GPUs, it achieves a 4.1%
and 0.4% performance degradation for Pjobs of DL training
and financial algorithms, respectively. We also evaluated the
performance of XSched without the progressive command
launching technique (i.e., using synchronous command ex-
ecution, denoted as XSched w/o prog), demonstrating its
effectiveness for XPUs with only Lv1 implementations.

Case 2: Video conferencing on AI PC. In this case, we
demonstrate the flexibility of XSched’s policy by scheduling
two applications simulating a video conferencing scenario:
fake-background (LFBW [29]) and speech-to-text (whis-
per.cpp [32]). LFBW blurs the background of a video stream
at a rate of 25 FPS. Whisper.cpp transcribes an audio stream
every 3 seconds. Both applications run an AI model on Intel
NPU3720 within an AI PC [45].

Fig. 14 shows the frame latency (i.e., the time between
consecutive frames) of LFBW when running alongside whis-
per.cpp. Without XSched, the frame latency of LFBW is un-
stable and the P99 frame latency spikes up to 880 ms (20.12×
higher than standalone), resulting in frequent frame drops
and a jittery experience. This instability is due to the native
hardware scheduler of the NPU3720 adopting a FCFS policy,
causing LFBW to wait for the completion of whisper.cpp
(0.8 s). To address this issue, we first attempted to use the
fixed priority policy of XSched to prioritize LFBW. However,
although the frame rate stabilized at 25 FPS, the latency of
whisper.cpp significantly increased and exceeded its period,
leading to the loss of transcribed text content. Therefore, we
further implemented a laxity-based policy [96], which aims to
maximize LFBW’s frame rate while ensuring that whisper.cpp
can complete within 3 s. Ultimately, the P99 frame latency of
LFBW is reduced to 95 ms, an improvement of 9.26× com-
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pared to the native hardware scheduler, while ensuring that
whisper.cpp did not lose any content.

Case 3: Multi-model inference serving. XSched is easy to
be integrated into existing systems, thanks to the clean and
unified XQueue interface. We demonstrate this by integrating
XSched into two GPU-based inference serving systems to
achieve low-latency inference through preemptive scheduling.
The experiments are conducted on a single GV100.

Triton. We integrated XSched into a production-level infer-
ence serving system, Triton [94], with only 10 lines of code
changes, to enable scheduling using the fixed priority pol-
icy of XSched. Specifically, we modified Triton to submit
the scheduling hints to XSched when enqueueing inference
requests. Triton allows users to specify the priority of a
model. XSched retrofits this setting to assign the priority
of the XQueues. To illustrate the effectiveness of integrating
XSched, we used two clients to send inference requests for
two Bert-large models [25]. The high-priority client sends re-
quests with a frequency of 10 reqs/sec, while the low-priority
client sends requests continuously. Fig. 15 (a) shows the la-
tency CDF of the high-priority model. The vanilla Triton,
which employs the native hardware scheduler, and Triton
with priority settings (T+Priority) exhibit a 1.53× and 1.51×
higher P99 latency compared to standalone execution. By
integrating XSched (T+XSched), the P99 latency of the high-
priority model is only 1.07× higher than standalone, a reduc-
tion of 30.0% compared to vanilla Triton.

Paella. We next compare the performance of XSched with
Paella [75], a state-of-the-art inference serving system with
GPU-specific scheduling techniques. We integrated XSched
into the naive baseline (referred to as CUDA-MS in Paella’s
paper [75]) from the Paella artifact [76], which employs native
hardware scheduling. The integration requires only 15 lines
of code changes. We implemented a K-earliest deadline first
(K-EDF) policy, which executes the K tasks with the earliest
deadlines in parallel. K is set to 16 in this experiment. Fig. 15
(b) shows the throughput-latency curve. The workload used
is consistent with that described in Paella’s paper, where each
client sends requests based on a log-normal distribution with
a standard deviation of σ = 2.0. XSched achieves similar P99

latency as Paella at a lower throughput, and even outperforms
Paella by 1.3× at a high throughput (1,000 reqs/sec).
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9 Discussion and Limitations
Command-based offloading. Most XPUs function as pe-
ripheral devices passively managed by the host CPU, which
issues commands to offload XPU tasks. Some XPUs, such
as DPUs [14] and certain FPGAs [49, 117], can proactively
execute tasks without host intervention. For these XPUs, host-
managed scheduling solutions [19, 39, 123, 129], including
XSched, are not applicable. One potential solution is to inte-
grate XSched into the control unit of these XPUs, such as the
ARM cores on DPUs [14].

Single-command tasks. Lv1 and Lv2 preemption mecha-
nisms are designed for tasks that contains multiple commands,
such as GPU kernels, memory-copy operations, and tensor op-
erators. For tasks containing only a single command, such as
CUDA graph or model inference on certain NPUs, developers
need to either implement Lv3 or divide the task into multi-
ple fine-grained commands through techniques like model
slicing [37, 105] to enable fast task preemption.

Sufficient XPU memory. XSched currently focuses solely on
computation scheduling and assumes sufficient XPU physical
memory to hold all task data. On-demand paging mecha-
nisms like CUDA Unified Memory [92], DeepUM [58], and
SUV [7] can handle memory oversubscription. XSched could
work together with these systems to support memory swap-
ping with task scheduling, and we leave it to future work.

Untrusted tenants. XSched relies on applications to sub-
mit commands via XQueue APIs or use XShim to intercept
those commands. However, a malicious tenant could bypass
XSched or submit excessive commands to monopolize the
XPU. Fortunately, XPU virtualization based on API remot-
ing [27, 107, 122] can prevent tenants from direct XPU access.
By integrating XSched into the hypervisor’s API remoting
server, all commands to the XPU can be properly managed.

10 Related Work
XPU hardware scheduling. Prior work proposed hardware-
based scheduling techniques for various XPUs, including
GPUs [73, 101, 124, 125, 135], TPUs [8, 137], NPUs [22,
24, 63, 67, 133], and FPGAs [57, 65, 69, 104]. Some are
aimed to enhance the scheduling mechanisms of XPUs, e.g.,
fast kernel preemption [22, 73, 101] or efficient spatial shar-
ing [124, 133]. XSched is orthogonal to these techniques, and
the multi-level hardware model allows XSched to integrate
these hardware enhancements. Some other work enhances the
scheduling policy of the hardware scheduler, e.g., deadline-
aware policy [135] or QoS-based policy [125]. These tech-
niques require hardware modifications, while XSched can
implement flexible software-defined policies.

Host-managed XPU scheduling. Prior work proposed var-
ious host-managed XPU scheduling techniques. Some aim
to improve hardware utilization through GPU spatial multi-
tasking [20, 21, 23, 50, 71, 119], while others focus on GPU

task preemption [15, 19, 39, 54, 66, 129, 140]. For example,
PTask [103], TimeGraph [60], Gdev [61], vCUDA [35, 115],
and TGS [130] schedule pending GPU commands (Lv1) by
restricting the command launching rate. EffiSha [19] and
FLEP [129] preempt unexecuted GPU kernel parts (Lv2) by
transforming the kernel source code to voluntarily abort inac-
tive GPU thread blocks. REEF [39] supports running kernel
preemption (Lv3) by modifying the AMD GPU driver to re-
set the whole task, yet is incompatible with closed-source
systems and non-GPU hardware. Unlike prior work that fo-
cused on specific hardware platforms, XSched is the first
general scheduling framework to support commodity GPUs,
NPUs, ASICs, and FPGAs. Moreover, XSched can seam-
lessly incorporate new task preemption techniques (see §6)
as implementations for their appropriate preemption levels.

Unified programming models and interface. Previous ef-
forts like OpenCL [62], SYCL [34], and LevelZero [47]
(oneAPI) also aimed to provide unified programming mod-
els and interfaces across different XPUs. However, hardware
differences have led to numerous vendor-specific extensions,
fragmenting their ecosystems. These platforms face a fun-
damental limitation—by defining only basic interfaces to
maintain compatibility with common hardware capabilities of
different XPUs, they restrict themselves to minimal function-
ality. In contrast, XSched introduces a multi-level hardware
model to harness different capabilities of diverse XPUs while
providing a unified abstraction.

11 Conclusion
Modern hardware accelerators (XPUs) are experiencing un-
precedented growth, with numerous types, brands, and gen-
erations deployed across cloud and edge computing plat-
forms. Their diverse hardware capabilities and complex soft-
ware stacks expose unique challenges in designing and im-
plementing preemptive scheduling with excellent generaliz-
ability. To tackle this, XSched proposes a unified XQueue
abstraction with three-level hardware models, enabling ma-
ture, advanced XPUs to achieve optimal performance while
maintaining compatibility with emerging, wimpy XPUs. We
have adapted XSched to various XPU platforms and de-
ployed it on a dozen XPUs to support preemptive scheduling
with flexible policies. Our experimental evaluation and case
studies demonstrate the efficacy and efficiency of XSched
and its novel techniques. XSched, with its diverse XPU
implementations, is open-source and publicly available at
https://github.com/XpuOS/xsched.
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A Artifact Appendix
This artifact provides the source code of XSched, a detailed readme,
and scripts to reproduce the main experimental results from the OSDI
2025 paper—“XSched: Preemptive Scheduling for Diverse XPUs”
by W. Shen, M. Han, J. Liu, R. Chen, and H. Chen. XSched is a
scheduling framework that enables preemptive scheduling on diverse
XPUs through a general XQueue abstraction and multi-level hard-
ware model. We provide instructions to build the software package

and run experiments. Our artifact obtained the “Artifacts Available,”
“Artifacts Functional,” and “Results Reproduced” badges from the
Artifact Evaluation process of OSDI 2025. The DOI of our artifact
is https://doi.org/10.5281/zenodo.15308935.

Artifact repository. The project source code and comprehensive
instructions for building and running the main experiments on
different XPUs are available in this GitHub repository: https:
//github.com/XpuOS/xsched-artifacts.git
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