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Abstract
Modern devices increasingly employ local AI accelerators
such as GPUs, NPUs, and ASICs to meet growing demands
for AI capabilities. However, the current ad-hoc and siloed ap-
proach to enabling AI poses two fundamental challenges. De-
velopers have to handle unnecessary implementation details
when integrating AI into individual applications. Moreover,
the siloed approach hinders efficient resource management
when running multiple AI-powered tasks simultaneously.

This paper presents a system-level abstraction and service
for AI-powered applications. We introduce a virtual capability
layer with a unified API that efficiently powers various appli-
cations with AI technology, promoting a capability-centric
approach. Furthermore, the unified AI service enables more
efficient and collaborative resource management across con-
current AI tasks. Our prototype, XServ, demonstrates how this
approach simplifies application development and optimizes
resource utilization, paving the way for more efficient and
scalable AI-powered applications.
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1 Introduction
AI accelerators (abbreviated as XPUs)—such as GPUs, NPUs,
and ASICs—are increasingly common in modern edge de-
vices. Operating systems often treat these accelerators as PCIe
devices, with proprietary drivers, libraries, and frameworks
provided by hardware vendors [30, 49, 50, 52]. AI-powered
applications leverage this computing power to enable AI ca-
pabilities such as background removal and noise reduction for
online meeting software. However, for most AI-powered ap-
plication developers, understanding the details of AI hardware
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and software stacks is difficult and unnecessary. Enabling AI
capabilities should be as simple as calling a function [56].
Meanwhile, the demands for AI capabilities are growing at
a pace that far exceeds the advancement of hardware. With
more AI-powered applications running concurrently on de-
vices, the current practice of building applications in a siloed
approach prevents efficient resource management.

These problems stem from two primary sources. First, there
is a misalignment in AI technology abstraction. As leverag-
ing AI capabilities has spread from specialized to general
developers, the current ad-hoc approach poses significant
challenges in development and deployment [8, 34]. While
some efforts provide system-level AI capabilities [23, 24, 39],
these SDKs lack extensibility and are limited to built-in mod-
els and capabilities. Second, applications interact exclusively
with hardware resources, lacking a unified service for efficient
and collaborative resource management. This severely limits
resource sharing and utilization, particularly as concurrent AI
tasks become increasingly common [18, 31].

To address these challenges, we propose a new system-level
abstraction and service designed for building AI-powered
applications. Our AI service provides a capability-centric in-
terface that simplifies application development and improves
resource utilization. It allows for the integration of AI capabil-
ities into various applications while hiding the complexities
of the underlying AI hardware and software stacks. Further-
more, the unified service enables efficient and collaborative
optimization for resource management across concurrent AI
tasks. Consequently, developers can focus on building indi-
vidual AI-powered applications without being burdened by
unnecessary implementation details.

2 Background and Motivation
The rapid advancement of AI technology has led to a surge
in AI integration across numerous applications. This poses
fundamental challenges for the current way of leveraging AI.

2.1 The Growing Popularity of AI Tasks
Flourishing AI-powered applications. The rise of AI-powered
applications is evident, with a search for “AI powered” on
GitHub yielding over 30,000 open-source projects. This high-
lights the widespread adoption of AI capabilities across di-
verse usage patterns [4, 53]. These applications fall into two
main categories: AI-native and AI-enhanced.

AI-native applications have core functionalities that in-
herently depend on AI, such as chatbots [2, 45] and AI
agents [35]. These applications typically use proprietary AI
models, with their design and development centered on deliv-
ering distinctive and powerful AI-driven features.
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Figure 1. An example of concurrent AI tasks.

AI-enhanced applications, in contrast, integrate AI capabil-
ities into traditional software to improve existing functions.
For example, screenshot tools [12] may add text recognition
and summarization, while photo albums can offer intelligent
search and categorization. These applications typically use
general AI capabilities like face tracking, handwriting recog-
nition, and facial recognition [55]. For these applications, de-
velopers prefer using existing models and frameworks. This
prevalent use of general, often model-agnostic, functionali-
ties demonstrates a strong developer demand for handy and
streamlined AI integration methods.

Emergence of concurrent AI tasks. The proliferation of AI-
powered applications is shifting execution from standalone to
concurrent modes. We categorize the execution patterns of AI
tasks into three types: one-shot, multi-shot, and batch tasks.
One-shot AI tasks refer to inference requests that complete
an individual task, typically with unpredictable arrival time
and model usage (𝑇1−4 in Figure 1), such as applying a beauty
filter when taking a photo [32] or generating an automatic
comment for a pull request. These tasks are characterized by
their latency sensitivity, bursty traffic patterns, short execu-
tion times, and diverse functionality and model types [26].
Inference might be triggered only once every few seconds,
minutes, or even hours, with each execution taking just mil-
liseconds. However, all models must remain in memory for
low response latency [64, 68], causing significant memory
waste when dozens of idle tasks occupy resources.
Multi-shot AI tasks involve logical sessions with multiple in-
ference requests, which are the primary focus of current AI
system research. These tasks appear in two forms: serial
multi-shot tasks (𝑇5−6), which process sequential inference
rounds [16, 65] such as image generation workflows and
chat completion services; and parallel multi-shot tasks (𝑇7),
which distribute execution across multiple paths as seen in
multimodal inference for speech assistants and non-textual
understanding with multi-agents [42, 62]. These tasks de-
mand state-aware scheduling with session affinity to preserve
context consistency and efficiently manage task lifecycles.
Batch AI tasks represent time-insensitive, long-running pro-
cesses (𝑇8), such as summarizing local documents or Win-
dows Recall [38] processing historical screenshots in the

background. The key challenge in multitasking is avoiding
foreground interference and minimizing resource usage. For
memory management, offloading techniques can free up space
for foreground tasks, and elastic memory configuration allows
quick memory transfer when needed [57]. Meanwhile, these
tasks require parallel execution with minimal interference and
fast preemption for accelerator responsiveness [13, 63].

2.2 Challenges in Leveraging AI Capabilities
Application developers face significant challenges when lever-
aging AI capabilities, primarily due to the complexity and
diversity of underlying AI hardware and software stacks. This
challenge extends beyond human developers to AI agents.

Complicated details for human developers. Unlike CPU
programs, where ABIs and compilers abstract most hardware
differences, XPUs lack similar generality. While AI serving
frameworks like ONNX Runtime [36] and PyTorch [47] pro-
vide backends to adapt to different XPUs, they still rely on
hardware-specific inference engines and struggle with ver-
sion compatibility issues [37]. Developers have to navigate
different inference engines across different XPUs during both
development and deployment. Traditional inference engines,
with their ad-hoc interfaces that focus only on model execu-
tion, fail to abstract the entire model usage lifecycle.

Developers are currently burdened with tasks including
model discovery, format conversion, data processing, and
mastering different XPU runtimes and frameworks. Each of
these steps is error-prone and significantly increases devel-
opment complexity. Common errors in AI-powered appli-
cations frequently arise from model conversion, framework
integration, and data processing issues [8]. Using AI capa-
bilities should be as straightforward as using networks and
file systems—accessible through simple, high-level interfaces.
An OS abstraction layer would effectively separate these com-
plex implementation details from application development,
shielding developers from the underlying complexity.

We argue that AI-powered application development should
focus on capabilities provided by AI technology rather than
specific models and XPUs. The usage of Large Language
Models (LLMs) exemplifies this capability-focused approach,
and we envision AI capabilities becoming just as accessible.
Consider translation software enhanced by LLMs—it simply
needs chat completion capabilities [22]. This can be imple-
mented by calling a standardized interface (e.g., Ollama Chat
API [44]) with just a few lines of code. Developers merely
call the capability interface without worrying about model se-
lection, data formatting, or request processing. When superior
models become available, they can be integrated seamlessly.

Better support for AI agents. AI agents are crucial for AI-
powered application development, functioning independently
as they perceive, decide, and act [60]. They use various tools,
including AI capabilities like visual understanding and speech
recognition, to perceive environments [33]. Humans naturally
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learn through analogy, like inferring a monitor button controls
power after learning a light switch controls lights. To enable
AI agents to learn, tools need standardized descriptions.

The most popular way for AI to use tools currently is the
Model Context Protocol (MCP) [3], where each tool writes its
own “manual” as a part of input for LLM inference. This ap-
proach of passing knowledge to large models in the context is
also called in-context learning [10]. Controlling tools through
in-context learning has strong generality—any tool can be
used with its instructions without tool-specific training.

However, in-context learning places significant demands
on context length and model intelligence. A simple inference
request may use only a dozen tokens, but several MCP tools
can require thousands of additional tokens [14]. The growth of
context leads to a significant increase in computation, severely
affecting response time. Meanwhile, MCP tool performance
varies dramatically across models, with many widely-used
models performing poorly [40]. In-context learning cannot
guarantee that the model will select appropriate tools for use,
nor can it ensure correct learning of tool usage methods.

The main drawback of MCP inference is that different
MCP tools with the same functionality lack standardized
usage patterns [15]. By reasonably defining common usage
patterns and having tools adapt to these capabilities, models
can pre-learn tool usage during training and also improve
their ability to generalize across different tools.

2.3 Challenges in Managing Hardware Resources
With the proliferation of AI-powered applications, hardware
resource demands are growing faster than hardware develop-
ment itself. This creates a widening gap between application
requirements and available resources. Individual models face
resource constraints that demand efficient utilization. Mean-
while, concurrent AI tasks introduce additional challenges of
resource sharing and competition.

Insufficient resources for individual models. Models are
growing from traditional DNN models with millions of pa-
rameters to MoE models with hundreds of billions, creating
substantial storage and memory pressure. Memory’s hierar-
chical structure like GPU memory, CPU memory, and SSD
storage offers progressively larger capacity but lower per-
formance. Large model inference can utilize these layers to
break GPU memory limitations, leveraging memory access
locality for optimization, using CPU memory for LLM infer-
ence [1, 27] and moving the KV cache to SSD [17, 25, 46].

Computational resource consumption also increases with
model size, requiring consideration of combined utilization
of computational resources. In consumer devices, heteroge-
neous computing resources such as CPU, GPU, and NPU are
becoming increasingly common [5, 48], and the demand for
using heterogeneous computing power for model inference is
also growing. Many works explore CPU-GPU and GPU-NPU
collaboration, utilizing heterogeneous computing resources
based on workload affinity [7, 20, 41, 54].

However, current optimizations target specific inference
frameworks and hardware configurations. These fragmented
optimizations require a system-level framework for integra-
tion, providing unified support for various AI capabilities. A
unified service is essential to coordinate these diverse opti-
mization techniques and provide a cohesive use of resources
for different AI models.

Resource competition for concurrent AI tasks. As model re-
source consumption increases, resource competition becomes
more frequent in concurrent scenarios, making scheduling
of limited resources even more critical. Resources contain
memory, computational, and I/O.

Memory competition can cause out-of-memory, prevent-
ing the normal execution of AI tasks. Applications prefer
to keep their models resident in memory, enabling rapid re-
sponse to inference requests and avoiding the time overhead
of reloading. However, most event-driven and periodic tasks
are idle most of the time, creating memory waste [64]. The
most direct approach is to have models occupy memory re-
sources on-demand based on computational resource usage,
but this requires fast model checkpoint and restore [58]. Sim-
ilar to operating system virtual memory, memory resource
oversubscription should be as transparent as possible to appli-
cations [59], minimizing modifications to applications.

Uncoordinated computational resource competition leads
to imbalanced resource utilization and inability to meet infer-
ence latency requirements. Without proper scheduling, some
tasks may monopolize computing resources while others ex-
perience significant delays, resulting in poor overall system
performance and user experience [21, 51]. In the SoCs of An-
droid phones, there are cases where GPU or NPU inference
performance is weaker than that of the CPU [66]. Applica-
tions cannot directly perceive the differences between vari-
ous hardware, making it difficult to make optimal hardware
choices [20]. Task scheduling for heterogeneous hardware
is also a research focus. To better schedule tasks on compu-
tational resources [51], frameworks, runtimes, drivers, and
accelerators need to work collaboratively.

I/O resource competition arises during model loading and
swapping. Poor I/O resource scheduling can lead to inference
stalls, wasting both memory and computational resources [59].
Most current scheduling approaches focus narrowly on com-
putation and trigger I/O tasks reactively, instead of coordinat-
ing I/O and computational scheduling together.

3 System-level Abstraction and Service
We propose a new system-level abstraction and service for
both AI-native and AI-enhanced applications to better adapt
to the development of future applications. To address the
usage difficulties identified above, we propose an abstraction
of AI Capabilities that both simplifies AI usage and provides
extensibility to accommodate the rapid development of AI.
For the existing resource management issues, we manage
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Figure 2. Architecture of system-level AI service.

them through a unified AI Service, increasing sharing and
reducing competition.

3.1 Design Overview
Figure 2 illustrates the architecture of the system-level AI
service. The service provides a set of APIs for developers of
AI-powered applications while supporting various AI accel-
erators (XPUs). It also interacts with other system services,
such as the file system, to manage models and historical data.

The APIs are composed of three categories: Infer API,
Capability API, and Manage API. The Infer API supports
traditional workflows, providing commands for loading mod-
els and executing inference directly. The Capability API en-
ables function-call-style invocation of AI functionalities, ab-
stracting away the complexity of model selection and usage.
The Manage API provides administrative interfaces for ser-
vice configuration, permission control, and monitoring ability
through control panels.

The virtual capability layer (VCL) serves as an abstrac-
tion layer that provides a unified interface for AI capabilities.
Models can register their implemented capabilities with VCL,
enabling system-wide AI capability updates and extensions.
Beneath VCL lies the core of the unified AI service, which
handles model management, context handling, and request
planning. This orchestrator component generates inference
requests and forwards them to the scheduler and inference
engine for execution. The inference engine operates in con-
junction with AI accelerators and their drivers, collaborating
with the scheduler to achieve efficient resource management.

3.2 Capability Abstraction and API
The key aspect in API design is to balance stability and ex-
tensibility. Stability ensures that widely used APIs are not
arbitrarily modified. This guarantees that applications can

continue to function reliably over the long term. Extensibil-
ity allows the service to adapt to the rapidly evolving AI
capabilities, enabling applications to utilize new AI features.

For common and stable AI capabilities, such as chat com-
pletion and speech recognition, applications should be able to
use them easily. For experimental and unstable AI capabilities,
model-specific AI capabilities should be allowed. These can
be provided by the models or registered by the applications.

Limitations of existing abstractions. To clearly illustrate
why current operating system abstractions are insufficient, we
will analyze two prominent existing abstractions below.

The Linux file abstraction, primarily designed for storage
operations, shows significant limitations when applied to non-
storage tasks. For networking, developers have to implement
workarounds like epoll [43] to manage streaming data ef-
fectively. AI tasks present an even greater challenge as they
are fundamentally computational rather than storage-oriented.
Forcing AI operations into the file abstraction would create a
substantial semantic mismatch, leading to inefficiencies.

The ioctl interface, another mechanism in Linux, is also ill-
suited. Its primary purpose is to facilitate user-space to kernel-
space transitions, enabling applications to control devices
via drivers. AI tasks, in contrast, typically require interaction
with other user-space inference frameworks. Therefore, ioctl’s
model of kernel-mediated device control is inappropriate for
managing computational AI tasks or facilitating inter-process
communication between user-space components.

A new design. Drawing an analogy from the VFS, which
unifies disparate file systems, we propose the VCL. VCL ab-
stracts AI capabilities from diverse models. Similar to VFS’s
support for network file systems, VCL can also register re-
mote model capabilities, unifying access to local and remote
AI resources. Local AI capabilities within VCL are catego-
rized into three types: Common, Exclusive, and Custom.
Common Capability represents general and stable functional-
ities. They should be invoked through a defined consensus,
like LLM capabilities, which allows developers to use them
without model-specific considerations. Models should imple-
ment these capabilities as much as possible upon release.
Exclusive Capability denotes functionalities provided by spe-
cific models that have not yet achieved a common usage
standard, such as a unique background music generation ca-
pability. To use such a feature, applications must select the
specific model and invoke it by adhering to its declared API.
Customized Capability provides extensibility for AI function-
alities. Beyond pre-defined Common and Exclusive Capabili-
ties, sometimes applications require bespoke logic for tasks
like pre-processing, post-processing, or complex execution
flows. Applications can implement these Custom Capabilities
for specific models and register them with VCL.

Through the Capability API, applications can interact with
AI in a capability-centric paradigm. Existing systems like
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Windows Copilot Runtime [39], Apple Intelligence [24], Har-
monyOS AI Kit [23], and Sky Computing [6] have intro-
duced these similar abstractions. However, they are fixed and
lack the flexibility to keep pace with the rapid evolution of
AI. For applications preferring direct model interaction over
capability-based access, VCL also offers the Infer API. It
allows applications to use models traditionally, bypassing the
abstraction layer but still leveraging the system-level resource
management and scheduling provided by the AI service.

Beyond specifying AI capabilities, this abstraction layer
also supports passing task characteristics and requirements
as hints, providing additional application-layer semantics for
resource management and scheduling. For example, image
understanding tasks in photo album applications are batch
tasks with no return time requirements, while real-time image
background removal tasks in video editing applications are
single-turn tasks requiring rapid response. In concurrent sce-
narios, passing semantics to the orchestrator enables efficient
resource utilization and appropriate scheduling decisions.

3.3 Unified AI Service
To provide unified management of multi-tier memory, compu-
tational, and I/O resources and adapt to concurrent AI tasks
scenarios under heterogeneous hardware, we propose a uni-
fied AI service for resource management.

Task execution and resource-aware scheduling. The or-
chestrator operates between VCL and the inference engine,
receiving AI tasks along with their execution characteris-
tics and requirements from the upper layer. It schedules and
processes tasks based on resource utilization and hints from
tasks, forming inference requests that are then passed to the
inference engine for execution.

The model pool manages model memory resource usage,
dynamically loading and unloading models based on task
requirements. It can also utilize CPU memory and SSD for
offloaded inference according to memory usage constraints,
managing both memory and I/O resources. The request plan-
ner combines current task requirements with loaded models
to select appropriate models for implementing the required
AI capabilities, maximizing resource reuse and selecting the
suitable device for execution. The context handler manages
the state that needs to be preserved for stateful tasks, such
as KV cache in LLM inference. For context like KV cache,
it can make tradeoffs between memory and computational
resource usage, and can also use lower-tier memory to store
context and save memory resources.

Inference request execution and multitasking. All infer-
ence requests are passed to the execution engine (e.g., Open-
VINO [37]) for processing on XPUs. Most current XPUs
and their drivers—including GPUs, NPUs and ASICs—are
designed for standalone execution and must work with the
scheduler module (e.g., XSched [51]) to effectively support
multitasking.

For computational resources, existing multi-task execution
approaches use time-slicing or MPS methods. These mecha-
nisms struggle to guarantee response latency and reduce the
interference. Through modifications to drivers and engines,
hardware characteristics can be maximally utilized to im-
plement preemptive scheduling of AI accelerators, enabling
rapid preemption for foreground one-shot task responsiveness
while executing batch tasks in the background. Fine-grained
partitioning of computing units in spatial sharing can reduce
interference between tasks. For memory resource multi-task
support, existing solutions implement virtual memory exten-
sion through page faults. The scheduler can further optimize
memory resource switching and coordinate scheduling with
computational resources.

Cross platform compatibility. To ensure cross-platform com-
patibility for heterogeneous AI accelerators, the AI service
utilizes vendor-provided inference frameworks to unify the
use of diverse hardware at the model level. An integrated
engine must simply support model loading, inference, and
unloading to achieve hardware compatibility on its platform.

Model distribution is crucial for making models accessible
across diverse platforms. It involves weights, network archi-
tecture, and the inherent capabilities they define. Distribution
can utilize standardized formats like ONNX, analogous to
source code requiring user compilation. Alternatively, mod-
els can be provided as pre-compiled, hardware-optimized
binaries, enabling immediate out-of-the-box deployment.

4 Proof of Concept
Implementation. We implemented a proof of concept of our
AI service design on Linux and tested it on both an Intel
Core Ultra laptop and an NVIDIA GPU server. This pro-
totype, XServ, demonstrates how a system-level service for
AI-powered applications can simplify development and im-
prove resource utilization.

In the VCL, we currently support AI capabilities such as
object detection, chat completion, speech recognition, image
generation, image understanding, and background removal.
Table 1 shows the input and output of each capability and the
lines of code (LOC) required for capability implementation.
The AI service provides a Capability API for developers to
access these capabilities.

The scheduler utilizes multi-priority queues to establish a
basic priority scheduling mechanism. The inference engine
supports the OpenVINO framework [37] for inference using
Intel GPUs and NPUs, as well as the ONNX Runtime frame-
work [36] for inference using NVIDIA GPUs. The model
pool interacts with the filesystem to load model-related files,
while the context handler utilizes local storage to maintain
historical context for stateful tasks like chat capabilities.

API. For the Infer API, we provide load_model, unload_-
model, and infer interfaces. For the Capability API, generate
is used to invoke AI capabilities, requiring the capability



APSys ’25, October 12–13, 2025, Seoul, Republic of Korea J. Yang, Z. Wang, R. Chen, and H. Chen

Table 1. Virtual capability layer description.

Capability Input Output Impl. (LOC)

Object detection Image type, pos 118
Chat completion Prompt text 211
Speech recognition Audio text 935
Image generation Prompt image 752
Image understanding Image text 436
Background removal Image image 30

name and related arguments. For the Manage API, we pro-
vide install_model and uninstall_model for managing models,
get_capability and register_capability for retrieving and reg-
istering model capabilities, as well as other interfaces for
managing clients and history.

Application development. To verify that the AI service can
simplify application development, we implemented three AI-
enhanced applications: A shell with chat completion capabili-
ties to support intelligent completion. An instant messaging
(IM) application with chat completion and image generation
capabilities to support conversation summarization and emoji
generation. An online meeting client with chat completion,
speech recognition, and image understanding capabilities to
support meeting content summarization.

With the Capability API, adding these features required
only a few lines of code for each project. Table 2 shows the
lines of code required for using AI capabilities in applica-
tion development. The AI service significantly reduces the
complexity of integrating AI capabilities into applications.

Resource management. To optimize computing resource
utilization, we implemented a system-level priority sched-
uling based on XSched [51]. In desktop environments, user
attention differs between foreground and background applica-
tions. We leverage a GNOME shell extension to monitor the
window focus. Based on this, the AI service dynamically in-
creases the priority of AI tasks tied to the focused application
to ensure faster responsiveness. Without priority scheduling,
concurrent GPU execution of chat completion and image gen-
eration yielded a chat completion throughput of 5.58 tokens/s.
Enabling priority scheduling, with chat completion as the
foreground task, increased this throughput to 8.05 tokens/s.

Furthermore, dynamic load-aware task scheduling across
accelerators mitigates load imbalances. Our AI service ana-
lyzes task compatibility with available accelerators and dis-
patches tasks to the least loaded one. As an illustration, when
applications exclusively selected the GPU for inference, the
background removal frame rate in an online meeting client
was 23.79 FPS. Conversely, dynamic device selection by the
AI service, facilitating NPU utilization, boosted the back-
ground removal frame rate to 48.19 FPS.

The AI service also demonstrates significant resource ef-
ficiency. Consolidating chat completion for just three appli-
cations through the service, instead of using individual em-
bedded LLMs, saved over 20 GB of disk space. Concurrent

Table 2. AI-powered applications description.

APP AI Capability LOC Description

Shell Chat completion 5 Intelligent completion cmd

Meeting

Chat completion 3 Summarize meeting content
Speech recognition 1 Transcribe meeting audio
Image understanding 4 Understand shared screen
Background removal 1 Process camera video

IM
Chat completion 3 Summarize chat content
Image generation 2 Generate emojis

execution of these applications further reduced runtime mem-
ory consumption by approximately 10 GB.

5 Open Questions and Discussion
The design of the system-level abstraction and service raises
several important issues for future consideration.

Capability implementation. Currently, there are numerous
models available, and most models do not provide VCL im-
plementations. To address this challenge, one approach is
to require model publishers to provide them. Alternatively,
LLMs can be employed to read and analyze model documen-
tation and usage examples, automatically generating VCL
implementations for models [11, 29]. Such automated code
generation can rapidly create VCL implementations, reducing
the additional workload for model publishers.

Performance optimization. A system-level AI service, de-
spite adding complexity, enables significant performance op-
timizations through unified management. This allows for
system-wide strategies like co-scheduling diverse hardware
and fine-grained memory control, offering shared benefits
such as faster model loading or improved response times [28,
61]. However, realizing these optimizations presents archi-
tectural challenges, as they require coordinated support from
drivers and hardware. A key challenge lies in establishing uni-
fied abstractions across diverse XPUs that enable frameworks
to leverage these capabilities effectively [51].

Security and privacy. Beyond usability and performance,
security deserves careful consideration. Some applications
need to protect their model weights from leakage after reg-
istering with VCL. Multi-task inference provides isolation
through context, while a unified AI service lacks this mecha-
nism, potentially allowing malicious requests to access data
from other requests [67]. Integrating security hardware such
as TEE for heterogeneous confidential computing is a way to
protect sensitive data within the unified AI service [9, 19].
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