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ABSTRACT

Recently, many applications have required the ability to per-
form dynamic graph analytical processing (GAP) tasks on
the datasets generated by relational OLTP in real time. To
meet the two key requirements of performance and fresh-
ness, this paper presents GART, an in-memory system that
extends hybrid transactional/analytical processing (HTAP)
systems to support GAP, resulting in hybrid transactional
and graph analytical processing (HTGAP). GART fulfills two
unique goals that are not encountered by HTAP systems.
First, to adapt to rich workloads flexibility, GART proposes
transparent data model conversion by graph extraction inter-
faces, which define rules for relational-graph mapping. Sec-
ond, to ensure GAP performance, GART proposes an effi-
cient dynamic graph storage with good locality that stems
from key insights into HTGAP workloads, including (1) an
efficient and mutable compressed sparse row (CSR) repre-
sentation to guarantee the locality of edge scan, (2) a coarse-
grained multi-version concurrency control (MVCC) scheme
to reduce the temporal and spatial overhead of versioning,
and (3) a flexible property storage to efficiently run differ-
ent GAP workloads. Evaluations show that GART performs
several orders of magnitude better than existing solutions
in terms of freshness or performance. Meanwhile, for GAP
workloads on the LDBC SNB dataset, GART outperforms the
state-of-the-art general-purpose dynamic graph storage (i.e.,
LiveGraph) by up to 4.4×.

1 INTRODUCTION

Graphs, due to their natural ability to model intricate rela-
tions among entities [12, 61], have been intensively adopted
to model business data. Correspondingly, graph analytical

processing (GAP) techniques are being developed to better
understand graph data and are widely applied in many fields,
such as recommendation systems [70, 74], supply-chain anal-
ysis [46], and fraud detection [29, 56]. As business data
is constantly generated and updated, there calls for an ur-
gent need for dynamic GAP workloads on real-time datasets.
In many traditional business scenarios, data is usually up-
dated by online transaction processing (OLTP) in relational
databases [26, 47, 82].
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Fig. 1. A comparison of solutions for dynamic graph analytical

processing (GAP) on transactional datasets and their limitations.

Solutions: graph processing on offline data (!) or online data (").

Real-world Example. In Fig. 1, we demonstrate a simpli-
fied online credit card fraud detection task in e-commerce
platforms [56], in which a suspect attempts to obtain short-
term credit from a credit card via illegal transactions. To
achieve this, the suspect (802) makes sham purchases paid
by a credit card from a conspired merchant (803). The mer-
chant, after receiving the money from the bank (101), trans-
fers the money through a series of middlemen (804, . . . , 807)
with other fraudulent transactions back to the suspect (802).
In this scenario, the OLTP system maintains four tables
(PERSON, TRANSACTION, CLIENT, and BANK), from which
one can create a graph showing relationships of transactions
among normal users, suspects, merchants, and middlemen.
Whenever a new tuple occurs in the TRANSACTION table, the
graph should be updated correspondingly. As soon as an up-
coming transaction generates a cycle in the graph, an alarm
should be triggered instantly to block the transaction for fur-
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ther investigation. Therefore, an underlying detection system
for such frauds should meet two key requirements simultane-
ously.

Performance. The performance degradation of both rela-
tional transaction and graph analytical workloads should be
minimal compared to running them separately on specific
systems. Thereby, both the transaction and detection should
be completed before the user perceives any lag.
Freshness. The time gap between transactions committed on
OLTP systems and their accessibility on detection systems
should be minimal to prevent fraud on time. Recent stud-
ies [10, 56] show extreme requirements of 20-millisecond
freshness for fraud detection or system monitoring.

In response, several solutions have been proposed to sup-
port such workloads. Unfortunately, none of them can simul-
taneously meet the requirements, as shown in Fig. 1.

Solution !: graph processing on offline data. To achieve
better GAP performance, this solution utilizes existing graph-
specific systems (particularly for static graphs in many cases)
[22, 31, 67, 76, 86], such as GraphScope [29], to handle GAP
workloads efficiently. Since data is separately maintained in
OLTP and graph-specific systems, an offline data migration
with an ETL (Extract-Transform-Load) process is required.
However, such a process is often expensive and slow, and re-
sults in a high lag between the transactional data in OLTP
systems and the extracted graph data in graph-specific sys-
tems [82], which deteriorates the freshness guarantee.

Solution ": graph processing on online data. Some OLTP
systems [34, 37, 55, 84] attempt to translate graph-related op-
erations into relational operations. However, prior work [21,
73] has found this solution causes performance degradation
of GAP up to several orders of magnitude due to costly join
operations and huge redundant intermediate data. On the
other hand, graph databases [6, 7, 27] use a native graph rep-
resentation to ensure the efficiency of GAP workloads and
directly commit transactions on graphs. However, due to the
more complicated management (e.g., maintaining adjacency
lists instead of inserting a row) in graph databases to fulfill
transactions [87], the performance of transactions in graph
databases is significantly slower than the relational counter-
parts, which is also demonstrated in our experimental study
(§6.2). Further, legacy business logic was usually designed
and implemented on relational OLTP systems, and it is in-
evitable to process a costly migration to the graph databases.

The tradeoff between performance and freshness is still
an open problem for dynamic GAP workloads. Fortu-
nately, hybrid transactional/analytical processing (HTAP) is
a new trend that processes OLTP and online analytical pro-
cessing (OLAP) simultaneously in the same system. The
state-of-the-art HTAP systems usually leverage a loosely-
coupled design to guarantee both performance and fresh-
ness [19, 38, 45, 50, 65, 82], which gives an opportunity
for dynamic GAP workloads. Analogously, we term dy-

namic GAP workloads on transactional datasets as hybrid

transactional/graph-analytical processing (HTGAP).

Our approach. This paper presents GART, an in-memory
HTGAP system extended from HTAP systems that can be
deployed to bridge an existing relational OLTP system with
a graph-specific system for requirements of performance and
freshness. GART performs GAP workloads over the graph-
specific system with little performance degradation. It reuses
transaction logs to replay graph data online for freshness in-
stead of offline data migration. Unlike the prior HTAP sys-
tems with only the relational model, GART also has to sup-
port the graph data model for GAP. Therefore, there are two
unique goals not encountered by HTAP systems.

First, to adapt to rich workloads flexibly, GART needs
to convert relational data to graph data transparently. Thus,
some concise yet expressive interfaces should be proposed to
the database administrator (DBA) for data conversion from
the relational model to the graph model. To fulfill this goal,
we propose a collection of graph extraction interfaces to de-
fine rules of relational-graph mapping in a newly designed
component called RGMapping. We demonstrate that the in-
terfaces are expressive enough to help GART automatically
extract property graphs from relational data sources such as
transactions.

Second, to guarantee performance, the dynamic graph stor-
age should support both read and write operations efficiently.
Existing general-purpose dynamic graph storages [26, 33,
87] support complex updates from transactions but provide
sub-optimal GAP performance due to poor data locality and
expensive concurrency control. Thus, based on observed
characteristics of HTGAP workloads, we propose a new effi-
cient dynamic graph storage for HTGAP with three key com-
ponents: 1) an efficient and mutable CSR representation that
guarantees the locality of edge scan when updating graph
topology data; 2) a coarse-grained MVCC scheme that re-
duces the temporal and spatial overhead of versioning; 3) a
flexible property storage that allows running different GAP
workloads on snapshots generated based on their access pat-
terns.

We implement GART by extending VEGITO [65], a state-
of-the-art in-memory HTAP system. The extensions include
graph extraction interfaces, the dynamic property graph stor-
age, and integrating a unified graph computation system
(GraphScope [29]). To demonstrate the efficacy of GART,
we have conducted a set of experiments using two popular
benchmarks (i.e., LDBC SNB [4] and TPC-C [71]), as well
as diverse graph datasets. Our experimental results show that
GART outperforms Solution ! and Solution " by several or-
ders of magnitude in freshness and performance, respectively.
Meanwhile, GART outperforms the state-of-the-art general-
purpose dynamic graph storage (i.e., LiveGraph [87]) by up
to 4.4× for GAP workloads on the LDBC SNB dataset.

Contributions. We extend HTAP systems to support
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Fig. 2. The overview of HTAP systems based on a loosely-coupled

design. Transaction (Txn) log: table ID (t), primary key (k), value

(v), operation type (op), and timestamp (ts).

HTGAP by incorporating relational-graph mapping and a
dynamic graph storage into existing computation engines. In
summary, the contributions of this paper are:
◦ The first to extend HTAP architecture for HTGAP work-

loads with guarantees of performance and freshness (§3)
that proposes expressive interfaces of relational-graph
mapping for transparent data model conversion (§4).

◦ A new dynamic graph storage for efficient HTGAP work-
loads, which is optimized for data locality and concur-
rency control based on our key insights into HTGAP (§5).

◦ A prototype implementation (GART) that integrates exist-
ing HTAP and GAP systems, as well as a set of evaluations
that confirm the efficacy of GART for HTGAP workloads
with diverse applications and datasets (§6).

2 OPPORTUNITY: HTAP

Hybrid transactional/analytical processing (HTAP) is a new
trend that bridges the gap between OLTP and OLAP for real-
time analytics on datasets updated by transactions and is al-
ready being used in many scenarios [17, 53, 85].

The loosely-coupled design is a common choice of state-
of-the-art HTAP systems, which dedicate OLTP and OLAP
to different physical resources with specific storage types
(see Fig. 2). Thereby, it is comparable in performance to spe-
cific execution engines and can synchronize data with trans-
action logs to guarantee freshness [38, 45, 50, 65, 82]. Specif-
ically, logs of the OLTP node are used to update the extra
column store on the backup (OLAP node), which is more ap-
propriate for OLAP workloads; the log replayer applies logs
in real time on the OLAP node. The log from the OLTP sys-
tem (Txn log in Fig. 2) contains the necessary information
for data replaying, such as the identifier of data updates (ta-
ble ID and primary key), the after-image or delta of the tu-
ple (value), and the temporal meta-data (version number or
timestamp) [23, 52, 63, 66, 78]. Reusing logs for HTAP can
avoid costly operations for change data capture (CDC).

HTAP systems usually utilize batch-based log replaying
for freshness and consistency on the OLAP storage [45, 50,
65]. An efficient design [65] divides time into consecutive
and non-overlapping epochs. The epoch is automatically in-
creased in a fixed interval, such as several milliseconds, that
can trade off between freshness and performance. During

TP 
Worker

GAP 
Worker

Log 
Replayer

kt v op ts
Txn log

Log Queue

TX GAP

Relational Graph

Topology Property

OLAP NodesOLTP Nodes

R-G 
Mapping

§4

Dynamic GStore

§5

Fig. 3. The architecture of GART. The components in the dashed

box are newly designed for HTGAP.

each epoch, logs can be replayed in parallel. When an epoch
ends, it guarantees all the logs within the epoch have been re-
played. Each epoch is specified by an epoch number, which
is incremented when entering a new epoch. The system main-
tains a write epoch number (i.e., wepoch) to represent the
epoch when the logs are being replayed. The latest stable
epoch number that OLAP users can read is latest_repoch.

Opportunity. We observe that the guarantees of HTAP sys-
tems on both performance and freshness can benefit the dy-
namic GAP workloads. HTAP systems can be extended to
process transactions and GAP workloads simultaneously on
different storages. Specifically, for performance, HTAP sys-
tems provide specific storages and execution engines for hy-
brid workloads, which can fully reuse the effort on specific
systems for OLTP and GAP. For freshness, logs in HTAP
systems contain the updates of relational data, which can be
synchronously applied to the graph data in real time without
costly operations such as bulk loading, CDC and ETL.

However, to the best of our knowledge, none of the HTAP
systems enable native GAP workloads on a dynamic graph
storage. To achieve this, HTAP systems need to support con-
version between the relational model and graph data model
and an efficient dynamic graph storage for HTGAP.

3 OVERVIEW OF GART

Inspired by the loosely-coupled design of HTAP systems [38,
65, 82], we propose GART, an in-memory HTGAP system
that extends HTAP systems by retrofitting the log replayer
and the storage for GAP workloads, as shown in Fig. 3. It
should be noted that GART can reuse the execution engines
of existing OLTP and graph-specific systems.

Architecture and workflow. In GART, transactions are com-
mitted in the OLTP nodes and generate logs, like prior HTAP
systems [38, 65, 82]. To support rich workloads flexibly
and efficiently, GART conducts data model conversion. Re-
lational data in logs need to be converted to graph data and
stored in a dynamic graph storage (GStore) of OLAP nodes.
GART allows the DBA, who is responsible for defining
the database schema, to define the relational-graph mapping
through the RGMapping component. RGMapping guides the
log replayer to convert the relational data in logs to the up-
dates on graph data.
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GART devises a new dynamic graph storage for real-time
graph updates and different GAP workloads. Graph data con-
sists of a topology and properties. The topology contains ver-
tices and edges (i.e., an ordered pair of vertices), and the
properties are a set of attributes for each vertex or edge. The
storage always provides consistent snapshots of graph data
(identified by an epoch) derived from relational data. Similar
to HTAP systems (§2), the log replayer updates the storage
with the epoch number wepoch. GAP workloads can read a
fresh snapshot or earlier using an epoch number that does
not exceed latest_repoch.

GART follows a loosely-coupled design, which can be de-
ployed as a single-machine system or a distributed system
that separates OLTP and GAP components (the dashed box
in Fig. 3) on different machines for better performance isola-
tion. For the distributed deployment, a crash of the GAP com-
ponent will not stall the execution of the OLTP component.
The graph data can be recovered from the relational data ac-
cording to persistent RGMapping data. When the OLTP com-
ponent fails, the existing fault-tolerance mechanism in HTAP
systems still works [65], which is orthogonal to our work. In
addition, we focus on in-memory processing that can buffer
hot data in real-time GAP tasks and meet the freshness and
performance requirements. GART is independent of whether
the OLTP system is in-memory or not.

To support HTGAP workloads, GART should fulfill two
unique design goals never encountered in prior work.
Goal 1: Transparent data model conversion (§4). In HTAP
systems, the conversion does not change the data model and
only depends on the schema of relational data (e.g., from row
store to column store [38, 65]). However, the conversion be-
tween different data models for HTGAP workloads requires
more semantic information. For example, it needs the map-
ping between relational tables and vertex/edge types, and the
mapping between relational attributes and vertex/edge prop-
erties. Prior work [37, 55, 72] uses interface extension rather
than data conversion, such as graph extensions on relational
databases, which demands users to manually rewrite transac-
tions or change log formats.

Goal 2: Efficient dynamic graph storage (§5). For the HT-
GAP system, write operations (from the log replayer) and
read operations (from the GAP worker) are executed con-
currently on the graph storage. The performance of both is
important. Although many general-purpose dynamic graph
storage systems [30, 32, 54, 87] have existed, their read per-
formance for GAP workloads is sub-optimal due to neglect
of HTGAP characteristics. The locality of read operations
is sacrificed to guarantee the write performance and transac-
tion semantics. First, adjacency-list-based topology storages
ignore the locality of edge scan. Second, fine-grained ver-
sioning is expensive and breaks both the spatial and tempo-
ral locality. Third, property storages based on a column store
cannot guarantee the locality of access patterns among differ-
ent GAP workloads.

def_vertex(Person,PERSON)
def_edge(Trans,Person,Person,P_ID1,P_ID2)
add_eprop(Trans,how,HOW)

Relational
OLTP

Graph-based
OLAP

E-R ModelRelational 
Model

Models for Relational Data
Property Graph 

Model

TRANSFER(P_ID1,P_ID2,HOW,..):
  INSERT INTO `TRANSACTION`
  VALUES (P_ID1,P_ID2,HOW,..)

FRAUDDETECTION:
  g.V().has(‘Person’)
   .findCycle(‘Trans’)

User User

DBA

RGMapping

Fig. 4. An example of data manipulation and graph extraction in-

terfaces provided by GART using the dataset in Fig. 1.

4 RELATIONAL-GRAPH MAPPING

To convert relational data to graph data automatically, it is
necessary to provide a relational-graph mapping mechanism.
GART uses the property graph model and provides the in-
terfaces with the intuition from the entity-relationship (E-

R) model. The property graph model [11] has been widely
adopted to model graph-structured data. As shown in the
lower left corner of Fig. 1, a property graph model defines
a directed graph topology in which a vertex represents an
entity and an edge from a source vertex to a target vertex
represents a relationship. Each vertex (resp. edge) belongs to
a vertex (resp. edge) type and has a property with attributes
(Attr-Value pairs).

4.1 System Interfaces

The conversion from relational data to graph data needs ad-
ditional semantic information. An intuitive solution is to di-
rectly add graph information to the transactions, such as
graph extensions for relational databases [48, 55, 69], so that
additional information can be added to the log. However, this
solution has to extend the interface of the OLTP engine and
change the log format; it implies that transactions must also
be rewritten manually. Instead, GART decouples the interface
into two groups, which are exposed to the user and the DBA,
as shown in Fig. 4.

Data manipulation interfaces. GART integrates specific
execution engines for OLTP and GAP workloads and re-
tains their user interfaces. Therefore, existing transactions
and graph queries can run directly on GART. As the exam-
ple in Fig. 4 shows, users can execute a transaction called
TRANSFER to transfer money. Meanwhile, users can run a
query called FRAUDDETECTION to find all cycles on the graph
consisting of Person vertices and Trans edges.

Graph extraction interfaces. The interfaces of the RGMap-

ping component define the relational-graph mapping, which
guides the log replayer to perform data conversion automati-
cally. Fig. 5 lists two kinds of graph extraction interfaces.

Interfaces for adding vertices. In GART, each vertex type
corresponds to one table in the relational model, and each
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def_vertex(vtype,table)
add_vprop(vtype,vprop,attr)

# Definition for vertices

def_edge(etype,src_vtype,dst_vtype,pk) # 1-to-m
def_edge(etype,src_vtype,dst_vtype,src_pk,dst_pk) # m-to-m
add_eprop(etype,eprop,attr)

# Definition for edges

Fig. 5. The graph extraction interfaces provided by GART. Argu-

ments from the graph model and the relational model are shown in

red and blue, respectively.

property of vertices corresponds to one attribute in the table.
The interfaces def_vertex and def_vprop are used to add new en-
tities and construct the corresponding vertices. Specifically,
def_vertex defines a type of vertices (vtype) according to the
corresponding table (table). The attributes (attr) of the table
can be further mapped to the properties (vprop) of vertices
through the interface add_vprop.
Interfaces for adding edges. A relationship in the relational
model can be added as a directed edge through the interface
def_edge, where etype, src_vtype and dst_vtype correspond to
the edge type, the type of source and destination vertices of
this type of edges, respectively. To distinguish between dif-
ferent relationship types, RGMapping provides two def_edge

for 1-to-m relationships (also 1-to-1 relationships) and m-to-
m relationships, respectively. The difference between them
lies in whether the interface requires the primary keys (pk) of
one table or both tables as inputs. Furthermore, add_eprop is
used to add the edge property (eprop).

The graph extraction interfaces make the OLTP engine
and log formats unchanged. Moreover, unlike data manipu-
lation interfaces, graph extraction interfaces are used only
when defining the graph schema instead of used in each re-
quest. DBAs can define the RGMapping for a fixed data
model just once according to workloads. For complex data
models, DBAs can use automatic E-R model generation
tools [1, 5] as a guide according to the relational schema,
even if they have less knowledge about the workloads.

4.2 Expressiveness of RGMapping

We next show that graph extraction interfaces are expressive
enough to map relational data to a property graph modeled
by the same E-R model.

The E-R model has shown its powerful expressive capabil-
ity in describing relationships and has been widely adopted
in defining relational data [20, 28]. Generally speaking, the
E-R model contains a set of entities with attributes, which
usually represent objects in the physical world, and describes
the relationships between entities. Intuitively, for any E-R

model, there exists a unique property graph schema that rep-

resents the E-R model [59]. Entities and relationships can be
mapped to vertex types and edge types of the property graph
model, respectively, and use properties to store attributes.
The interfaces also help DBAs extract a subgraph from the
property graph. Note that edges in graphs are binary (2-ary)
relations. An n-ary relationship of order greater than two can

edge scan

0
2

1

3
new 

added 

Vertex array:

Edge array:

VID: 10 2 3

2 1 3 221

3
10 2 3

3

(a) CSR

20 3 5

21 2 1 3 2

(b) Adjacency List

Fig. 6. Two typical representations of an example dynamic graph

topology, namely (a) CSR and (b) adjacency list.

be mapped as a type of vertices with n associated edges.
Back to the example in Fig. 1 and Fig. 4, assume that

a mapping scheme between the E-R model and the rela-
tional model has been defined (lower left dashed rectangles
in Fig. 4). There is an entity called Person and a relationship
called Trans that exists between instances of the Person entity
in the E-R model. The DBA can utilize the interfaces (the
middle part in Fig. 4) to define a property graph model that
contains one type of vertices (Person) and one type of edges
(Trans), which are derived by the entity Person and relation-
ship Trans, respectively. Meanwhile, there is a property (How)
on Trans derived from the HOW attribute.

RGMapping can map changes to relational data to prop-
erty graphs on-the-fly. Depending on whether the data in-
volves entity tables or relationship tables, the log replayer
converts them to vertices or edges, respectively. Users can
customize the extracted graphs partially so that the graphs
extracted do not have to exactly match the E-R model.

5 DYNAMIC GRAPH STORAGE

The graph storage of GART stores the graph topology and
properties and provides two kinds of operations: read for
GAP workloads (e.g., edge scan) and write for the log re-
player (e.g., insert and delete). For the graph topology, com-
pressed sparse row (CSR), a compact graph representation,
is widely adopted by (static) graph systems [29, 43, 73, 77],
as shown in Fig. 6(a). However, CSR is also notoriously
inefficient for dynamic workloads on the graph (e.g., edge
insertion and deletions). Therefore, dynamic graph storage
systems [30, 32, 33, 41, 54, 87] commonly use adjacency
lists (based on linked lists or vectors) to store the graph
topology (see Fig. 6(b)). For vertex (resp. edge) properties,
a columnar storage is usually employed to efficiently read
the same property for all vertices (resp. edges) with the same
type [29, 55]. In addition, the dynamic graph storage also
needs to record the version of vertex/edge/property updates
for MVCC [30, 87].

The above traditional design has several performance is-
sues for HTGAP workloads. First, using adjacency lists suf-
fers from poor locality when sequentially scanning edges of
all vertices, which is a common yet costly operation in GAP.
A cache miss may occur when scanning the edges of an ad-
jacent vertex. For example, transactions may insert edges
randomly, resulting in unordered memory allocation for new
edges of different vertices. Second, using fine-grained ver-
sioning for each vertex or edge update imposes a significant
performance penalty for GAP workloads, since checking the
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version for each read operation breaks both spatial and tem-
poral locality and introduces additional overhead. Third, the
existing property storages cannot guarantee locality flexibly
for different access patterns among GAP workloads.

Key insights. Some unique characteristics of HTGAP work-
loads open opportunities to exploit the locality of a dynamic
graph storage. Note that we term the time gap as the inter-
val between a transaction committing an update and a graph
query reading it. First, the time gap in HTGAP (typically a

dozen milliseconds, which is equal to the freshness of GART

shown in Table 2) is sufficient to update a compact structure

like CSR. Thus, GART can still use a CSR-like storage for
the graph topology instead of adjacency lists to improve the
locality of edge scan. Second, the GAP latency is almost

always much longer than the time gap. It implies that as-
signing versions to each update (fine-grained MVCC) is not
necessary for GAP workloads. Thus, GART can use coarse-
grained MVCC (i.e., at epoch granularity) to reduce memory
and computation overhead, even though the committed up-
dates cannot be read immediately. Third, the access pattern

of each GAP workload is usually fixed and easily detectable.
Given an HTGAP workload, fixed correlations between dif-
ferent attributes can be found by parsing the requests. For
example, some attributes (e.g., balance and payment) may
always be updated or read together. Therefore, GART can al-
low users to decide how to store different properties.

General idea. Based on the insights, we devise a new dy-
namic graph storage for HTGAP workloads. Fig. 7 illustrates
the main structure of the dynamic graph storage for one type
of vertex and edge. For the graph topology, a variant of CSR
is proposed to exploit locality of edge scan, where the edge
array is divided into multiple edge segments for dynamic up-
dates. Using edge segments offers a tradeoff between read
and write performance and allows the structure to be updated
in batches. The vertex array is indexed by vertex ID (VID)
and contains the links to the edges (neighbors) of each vertex.
To reduce the overhead of edge insertion, the edges of each
vertex are further divided into multiple edge blocks. Each ver-
tex stores a pointer (tail) to the last edge block in the vertex
array (not shown in Fig. 7 due to space constraints). To en-
able MVCC at epoch granularity, each vertex maintains an
epoch table, which links to the edges inserted in the same
epoch. It avoids attaching versions to each edge as in fine-
grained MVCC. Similar to CSR, the epoch table stores the
logical offset of the first edge for each (read) epoch num-
ber. In addition, vertex (resp. edge) properties are stored in
property blocks within the vertex array (resp. edge segment).
Each property block is a column store for one property or a
group of correlative properties (column-family), which is in-
dexed by the corresponding vertex (resp. edge) offset in the
vertex array (resp. edge segment). Finally, a new interface is
provided for combining correlative properties into a column
family following access patterns of HTGAP workloads.
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Fig. 7. The key structure of the dynamic graph storage in GART for

one type of vertex and edge.

5.1 Efficient and Mutable CSR

GART devises an efficient and mutable CSR that guarantees
high performance in both scans and updates on the graph
topology, providing data locality similar to an immutable
CSR. Each edge segment has a fixed initial size (e.g., 16KB)
and stores edges (i.e., neighboring vertex IDs) of a fixed num-
ber of vertices (e.g., 4,096). The free slots are reserved for
new edge blocks. Each vertex has a group of edge blocks,
and new edges will be inserted into the tail edge block.

Fig. 7 shows an example where each segment stores the
edges of two vertices (e.g., vertex 0 and 1). Initially, edges of
the same vertex are stored consecutively in an edge block, so
there is no overlap between edges of different vertices in an
edge segment. As edges are continuously inserted, a vertex
will allocate new edge blocks, which form a linked list (e.g.,
vertex 0). Each edge block has a header block (hdr) to store
the meta-data of edges, such as the block size, the number of
valid edges, and the pointer (prev) to the previous edge block
of the same vertex.

Edge scan. Given a read epoch number, GART first uses the
tail pointer and the epoch table of the vertex to find edges
of that epoch within its edge blocks, and then scans edges
forward based on the prev pointer stored in the header block
(hdr). Note that each edge block only needs to be addressed
once, which has little performance impact. In the beginning,
GART can provide data locality comparable to vanilla CSR.
However, after inserting numerous edges for different ver-
tices, the edge blocks of a vertex will form a long linked list,
leading to performance degradation in edge scan. To mitigate
this issue, GART compacts an edge segment periodically or
when the segment is close to full. After compaction, all edge
blocks of the same vertex will be merged into one edge block
(e.g., the first edge block of vertex 0).

Insertion. For a new vertex, GART atomically inserts it into
a free slot of the vertex array and initializes an empty epoch
table for it. When inserting an edge (e.g., from vertex 1 to
vertex 4), the destination vertex ID will be directly inserted
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into the tail edge block of the source vertex, if the edge block
is not full (e.g., vertex 1 in Fig. 7). Otherwise, a new tail
edge block of double the size is first allocated from the free
slot of the edge segment, and then the edge is inserted into
it. To reduce fragmentation, when the size of the tail edge
block is smaller than a threshold, all edges will be moved
to the newly allocated edge block to further improve data
locality; the original edge block will be skipped. When an
edge segment is full, a new segment of double the size is
allocated, and all edges in the original segment are moved to
the new one.

The write conflicts when concurrently inserting edges to
the same vertex are resolved by per-vertex locks. Moreover,
to resolve the conflicts when allocating edge blocks for dif-
ferent vertices on a full segment, the log replayer should lock
the segment after checking for free space. Specifically, if the
segment still has free space, the segment is locked in a shared
manner; if the segment is full, the log replayer should exclu-
sively lock the segment first and then allocates a new one.

Deletion. When deleting a vertex (resp. edge), a delete flag
is appended to the vertex array (resp. edge block), which
records the offset of the deleted vertex (resp. edge). When
encountering the delete flag, the deleted vertex (resp. edge)
will be skipped during scanning the graph topology. Further-
more, garbage collection (GC) will physically delete the ver-
tices and edges and free up space in the background.

Discussion: structure parameters. We have tuned parame-
ters including: (1) the number of vertices managed by each
segment, (2) the initial size of edge blocks and segments, and
(3) the resize factor of edge blocks (or segments) when they
are full. Increasing (1) results in higher latencies for inserts,
but it improves read performance. To balance read and write
performance, we set (1) to 4096. The default values of (2)
and (3) have minimal impact on read performance. We have
adjusted these values to minimize the allocation of edge seg-
ments and optimize memory usage.

5.2 Coarse-grained MVCC

GART employs a coarse-grained MVCC scheme to reduce
the temporal and spatial overhead of fine-grained MVCC.
The scheme is based on the key observation that GAP work-
loads usually run longer at low concurrency than transac-
tions. Thus, GART can enable MVCC at epoch granularity.
In particular, the edge storage needs to adapt to the epoch in-
stead of a fine-grained version for each edge. For each vertex,
the epoch number of edges increases with the logical offsets.
Since edges are append-only in edge blocks, edges with the
same epoch number are consecutive. Therefore, GART can
use an epoch number for a batch of edges.

Specifically, each vertex maintains an epoch table to store
the offset in the edge segment for each epoch. As the exam-
ple shown in Fig. 7, the 3rd to 5th edges of vertex 0 (offsets
2–4) are all inserted at epoch 3. At epoch 4, the GAP worker
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Fig. 8. An example of the flexible property storage.

will read all edges with the logical offset less than 5 at vertex
0. Since the logical offset of each epoch is immutable, GART

can scan edges sequentially as if on a static graph. This de-
sign avoids checking versions for each edge and maintains
the compact edge storage like in CSR.

When the log replayer inserts an edge with the epoch num-
ber, it will check whether the epoch number exists in the
epoch table of the source vertex. The transaction protocol
guarantees that the new epoch number must be greater than
all existing epoch numbers [65]. If the epoch number does
not exist, a new epoch number and the offset will be ap-
pended to the epoch table atomically.

The epoch table is stored as a ring buffer, since older snap-
shots are more likely to never be read again. For the corner
cases where the oldest epoch number is still in use, GART

uses a classical allocation amortization technique, similar to
the C++ STL vector, to extend the ring buffer.

5.3 Flexible Property Storage

The storage model of properties influences the performance
of read operations over properties. However, there exists no
efficient property storage model for all GAP workloads. To
support different GAP workloads in a more efficient way,
GART presents a flexible property storage that allows sys-
tem users to define the storage model according to applica-
tion memory access patterns. Initially, GART utilizes a col-
umn store to store property data, which stores the same prop-
erty (attribute) of the same type of vertices/edges continu-
ously and is friendly to workloads that scan one or several
attributes sequentially and independently.

To improve the property scan performance under different
scenarios, users can combine several high-related attributes
into a column family with the attr_merge interface ahead of

time, as shown in Fig. 8. The Person vertex consists of three
attributes: Bal, Pay, and Age. The meta-data of each attribute
maintains the column family index (f_id) and the column in-
dex in the column family (c_id). The initial f_ids are different
due to the pure column store.

As time goes on, the access patterns to some attributes may
have certain correlations. Users can use the attr_merge inter-
face to merge some attributes into the same column family
on-the-fly, and generate a snapshot with a read epoch num-
ber. For example, if the attributes Bal and Pay are accessed to-
gether in a long-term GAP workload, users can merge them
into a column family with read epoch 5. GART needs to gen-
erate a new version of the meta-data of these two attributes
with epoch number 5, and copy them into a column family in
the background. Then, the workload is processed on the new
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Table 1: Datasets used in evaluation, including TPC-C (ware-

house=20) [71] (CH), SNB-SF-10 [4] (SB), Wiki [36] (WK), R-

MAT [18] (RM), UK-2005 [16] (UK), and Twitter-2010 [42] (TT).

Graphs CH SB WK RM UK TT

|V | 700K 7.5M 5.7M 5.0M 39.5M 41.7M
|E| 6.0M 8.8M 130M 300M 936M 1.47B

snapshot, which can also avoid some pre-processing tasks
(e.g., the projection phase of GNN workloads to obtain re-
quired properties). We leave the automatic plan generation
and attribute merging as future work.

6 EVALUATION

We have implemented GART by extending VEGITO [65], a
state-of-the-art in-memory HTAP system. VEGITO adopts
DrTM+H [79] as the OLTP engine and supports tens-of-
millisecond freshness with millions of transactions per sec-
ond. This makes the HTGAP system design more challeng-
ing than in the case of low OLTP throughput. The extensions
include the log replayer with relational-graph mapping and a
new dynamic graph storage. We further integrated an open-
sourced one-stop graph processing engine GraphScope [29]
into GART, in order to support diverse GAP workloads.

6.1 Experimental Setup

Testbed. All evaluations are conducted on two dual-socket
machines. Each machine has two 12-core Intel Xeon E5-
2650 CPUs, 256 GB DRAM, and two 56 Gbps InfiniBand
(IB) NICs via PCIe 3.0 connected to a Mellanox 40 Gbps IB
Switch. Since the latency of GAP tasks is much higher than
that of OLTP tasks, we end the execution of OLTP tasks af-
ter several rounds of GAP tasks to ensure the time of OLTP
and GAP is similar in HTGAP workloads. Unless otherwise
noted, we dedicate one machine for OLTP requests (OLTP
server) and the other for GAP requests (GAP server). On the
OLTP server, we pin 20 cores for OLTP worker threads and
1 core for the OLTP client thread. On the GAP server, we
pin 12 cores for GAP worker threads, 10 cores for log re-
player threads, and 1 core for the GAP client thread. The sin-
gle core for clients is sufficient for request generation. We set
the epoch interval to 15 milliseconds. For edge segment com-
paction (§5.1), we choose a strategy of compaction at edge
insertion instead of periodic compaction, which can reduce
repeated compaction when the OLTP throughput is high.

Benchmarks. Considering that there is no standard HTGAP
benchmark, we first retrofit LDBC Social Network Bench-
mark (SNB) [4] and TPC-C [71] as two new HTGAP bench-
marks and further select several typical graph datasets as our
micro-benchmarks. The graphs are summarized in Table 1.

LDBC SNB is a GAP benchmark that contains a social net-
work graph and different types of GAP workloads. We select
to load 50% of edges and insert another 50% of edges for

transactions. We set the scale factor (SF) of the dataset to 10
(about 8.4 GB) on each server.

TPC-C is a standard OLTP benchmark that contains rela-
tional datasets and five kinds of transactions. We extract two
bipartite graphs (ORDER-ORDERLINE and CUSTOMER-ITEM

graphs) from relational tables by mapping rows in entity ta-
bles as vertices and adding edges based on relationship tables.
We deploy 20 warehouses on each server.

On the graphs of LDBC SNB and TPC-C, we choose three
types of GAP workloads as prior work [29]:

◦ Graph analytics (GA): three representative graph algo-
rithms from LDBC Graphalytics Benchmark [3], includ-
ing PageRank (PR), Connected Components (CC), and
Single Source Shortest Path (SSSP).

◦ Graph traversal (GT) [81]: three scan-dominated queries
from LDBC SNB [4], including one interactive query (IS-
3) and two business intelligence (BI) queries (BI-2 and
BI-3). These queries access both the graph topology and
properties.

◦ Graph neural network (GNN) [75, 83]: inference on three
popular models, including Graph Convolution Network
(GCN) [40], GraphSage (GSG) [35], and Simple Graph
Convolution (SGC) [62].1

Comparing targets. To show the efficacy of the loosely-
coupled design for HTGAP, we mainly focus on the perfor-
mance of OLTP and GAP, and the freshness in GART against
two different solutions (see §1). For Solution !, we connect
DrTM+H with GraphScope [29] (DH+GS), where transac-
tions are served by DrTM+H (the same OLTP engine of
GART), and transactional data are periodically loaded into
GraphScope, a state-of-the-art GAP engine. For Solution ",
we evaluate Neo4j [6], a popular graph database that supports
both transactions and GAP.2

To study the efficiency of our dynamic graph storage, we
integrated LiveGraph [87], a state-of-the-art transactional
graph storage, into GART (G/LG). LiveGraph uses a highly
optimized adjacency list format (similar to Fig. 6(b)) to store
the graph topology and a row store with fine-grained MVCC
to store properties. GART’s graph storage and LiveGraph
provide the same interfaces. Therefore, GART outperforms
G/LG solely due to three design choices of our graph stor-
age. Note that all systems, except Neo4j, use the same OLTP
and GAP engines, namely DrTM+H and GraphScope, with
the same configurations (e.g., the number of worker threads)
for fairness. Although we try our best to run HTGAP work-
loads on Neo4j and DH+GS, they still cannot support TPC-

1We run graph analytics and graph neural network workloads directly on
the CUSTOMER-ITEM graph in the TPC-C dataset and PERSON-POST graph
in the LDBC SNB dataset. Graph traversal queries from LDBC SNB are
tightly coupled with its dataset. We rewrite queries on the TPC-C dataset
and ensure that they have the same computation patterns as LDBC SNB.

2We also evaluated TigerGraph [24] as an alternative solution. However,
TigerGraph’s timestamp only provides second-level accuracy, which lim-
its its ability to evaluate freshness with sub-second precision.
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Table 2: A comparison of OLTP throughput (in transactions per

second), GAP latency (in milliseconds), and freshness (in millisec-

onds) using different workloads among GART, a combination of

DrTM+H and GraphScope for offline data processing (DH+GS),
Neo4j (not support GNN workloads), and GART w/ LiveGraph
(G/LG). Note that ↓ (resp. ↑) indicates low (resp. high) is better.

Workloads
LDBC SNB TPC-C

GART DH+GS Neo4j G/LG GART G/LG

OLTP ↑ 1837 K 1929 K 3.5 K 1836 K 245 K 212 K

GA ↓
PR 377 309 5323 1276 204 329
CC 362 312 4726 1137 210 300
SSSP 513 433 4668 1381 315 410

GT ↓
IS-3 17.9 16.9 2.0 18.0 14.2 14.6
BI-2 235 201 568 828 1884 2806
BI-3 292 266 573 1278 266 586

GNN ↓
GCN 1097 940 × 1834 623 636
GSG 1774 1443 × 2502 386 418
SGC 779 717 × 1237 184 257

Freshness ↓ 18 15683 5 25 18 25

C due to costly code transcription and graph extraction from
complex logs, respectively.

Coding effort. To extract graph data from relational data, we
only write about 10 LoCs for each benchmark (LDBC SNB
and TPC-C), thanks to graph extraction interfaces in GART

(§4.1). This is far less code than OLTP and GAP programs,
which can be inherited directly from existing specific sys-
tems. In contrast, we write 584 LoCs in DH+GS for loading
graph data and 70 LoCs in Neo4j for rewriting transactions.

6.2 Overall Performance

We first show the overall performance of all baselines for HT-
GAP workloads in Table 2. We use transaction throughput
as the evaluation metric for OLTP workloads, and computa-
tion latency (execution time) for GAP workloads. We also
evaluate the freshness of each system, namely, the maximum
time delay between an update was committed in OLTP and
this update is visible in GAP workloads [65]. In a nutshell,
among all baselines, only GART can simultaneously satisfy
the requirements of performance and freshness.

OLTP performance. For systems based on the loosely-
coupled design (GART, G/LG) and DH+GS, OLTP through-
put is not impacted by GAP workloads. The peak throughput
of GART can reach over 1,837,000 and 245,000 transactions
per second on datasets LDBC SNB and TPC-C, respectively.
GART performs 2-3 orders of magnitude better than Neo4j
(Solution "). Neo4j has the lowest OLTP performance as the
graph data model is less efficient than the relation model for
OLTP workloads. GART and G/LG show an OLTP through-
put reduction of only 5% compared to DrTM+H with offline
data processing (DH+GS). This result demonstrates that the

loosely-coupled design can support HTGAP without neces-
sarily sacrificing OLTP performance.

GAP performance. Among all baselines, DH+GS achieves
the best GAP performance, as its graph data is stored as
a static graph, which uses compact graph representation
without concurrency control (e.g., MVCC). However, its
freshness is extremely high. Neo4j performs much worse
than GART and G/LG due to its adjacency-list-based stor-
age [68, 87]. GART greatly outperforms G/LG except for the
IS-3 query, thanks to our dynamic graph storage which takes
the characteristic of HTGAP workloads into consideration
(breakdown details in §6.3). The IS-3 query only involves a
very limited graph data size, thus the overall execution time
is dominated by cross-language invocation overheads. The
backend and frontend engines of GraphScope are developed
with Rust and C++, respectively.

Freshness. The freshness of GART is about 18 ms, which
is much lower than most GAP latencies and is indepen-
dent of datasets. It is three orders of magnitude better than
DH+GS (Solution !). Similar to VEGITO [65], the freshness
of GART is only determined by the epoch interval (15 ms).
DH+GS has the worst freshness (more than 15 seconds),
which is unaffected by the ETL frequency and depends on
the graph data size. This is because the immutable graph
storage requires the entire graph to be reloaded whenever
changes are made. The freshness of G/LG is 25 ms due to the
lower write performance of the graph storage. The freshness
of Neo4j is only about 5 ms, as data is committed in place.

6.3 Breakdown Analysis on GAP Performance

From Table 2, we observe that GART achieves a large perfor-
mance improvement over other systems on graph analytics
and traversal workloads and a relatively small improvement
on GNN workloads. To gain a deeper understanding of the
dynamic graph storage in GART, we perform a detailed com-
parison with G/LG.

We split a single execution of a GAP query into three
parts: (P1) accessing the graph topology; (P2) getting prop-
erties from visited vertices or edges; and (P3) computation
over the graph topology and properties obtained from (P1)
and (P2) parts. Meanwhile, the performance gain of GART

mainly comes from three aspects: (A1) the efficient and mu-
table CSR with good locality of edge scan; (A2) the coarse-
grained MVCC that alleviates the costly versioning; and (A3)
the flexible property storage that adapts to access patterns.
Table 3 shows the results of a breakdown analysis of three
GAP workloads for the LDBC SNB dataset. Since G/LG

and GART have the same backend GAP engine, their perfor-
mance in part (P3) is nearly identical. Meanwhile, the design
differences between (A1) and (A2) affect the performance
of the (P1) part, while the performance of the (P2) part is
influenced by (A3).

Graph analytics. Table 2 shows the execution time of dif-
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Table 3: Breakdown analysis of G/ LG and GART over three GAP

workloads (in milliseconds) using the LDBC dataset.

Storage Topo (S1) Prop (S2) Comp (S3) Total

PR
GART 107 (28%) 163 (44%) 107 (28%) 377
G/LG 658 (52%) 486 (38%) 132 (10%) 1276

BI-3
GART 10 (3%) 178 (61%) 104 (36%) 292
G/LG 40 (3%) 1115 (87%) 123 (10%) 1278

SGC
GART 36 (5%) 477 (61%) 266 (34%) 779
G/LG 236 (19%) 732 (59%) 269 (22%) 1237

ferent algorithms and excludes the time of storing outputs.
The latency of PageRank, CC, and SSSP on G/LG is 2.5×,
2.3×, and 2.0× higher than GART, respectively. The perfor-
mance gain of GART on graph analytics workloads is mainly
from the better performance of accessing the dynamic graph
topology due to (A1) and (A2), and the higher efficiency of
obtaining required properties thanks to (A3). For example, as
shown in Table 3, the end-to-end execution time of PageRank
is dominated by the graph traversal (edge scan) operations
(P1) and getting required properties (P2). GART’s graph stor-
age outperforms G/LG by 6.2× in (P1), with 82% of the im-
provement attributed to (A1). GART also outperforms G/LG

by 3.0× in (P2) due to (A3). Note that PageRank uses only
one property, so GART does not group it with others.

Graph traversal. For graph traversal workloads, GART’s la-
tency is 3.5× and 4.4× lower than G/LG’s for two BI queries
(BI-2 and BI-3) on the LDBC SNB dataset, while GART

performs almost as well as its competitor on the interactive
query (IS-3). The reason is that compared with BI queries,
the interactive query only involves a very limited graph data
size (vertices and edges as well as their properties), and our
optimized storage design cannot contribute much in such a
circumstance. Instead, the computations of two BI queries
rely on scanning one or several properties of a large num-
ber of vertices or edges, and (A1) to (A3) can benefit a lot.
Observe that given a BI query (BI-3), compared with G/LG,
GART performs 4.0× and 6.3× faster on accessing the graph
topology (P1) and obtaining required properties (P2) parts,
respectively (see Table 3).

Graph neural networks. On three GNN workloads, GART

outperforms G/LG by 1.3× on average. GNN workloads
need several/all properties of vertices/edges as raw features
to conduct GNN computation, and (A3) allows users to store
and get required properties in a more efficient way. As we
can see from Table 3, on SGC, GART is 1.5× faster than
G/LG in obtaining the required properties in (P2). Mean-
while, (A1) and (A2) make GART 6.6× faster than G/LG

in (P1). The performance improvements over the TPC-C
dataset are relatively small, because the CUSTOMER-ITEM

graph in dataset TPC-C is very dense, and the end-to-end
execution time of GNN workloads is dominated by the com-
plex computations over properties of vertices or edges (P3).
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Fig. 9. Performance isolation on GART with the increase of (a)

GAP workloads and (b) OLTP clients, respectively.

6.4 Performance Isolation

To demonstrate the performance isolation in the HTGAP
workloads, we evaluate the OLTP and GAP performance
with the increase of GAP and OLTP clients. We use the TPC-
C benchmark as the OLTP workloads and execute PageR-
ank on the CUSTOMER-ITEM graph derived from the TPC-C
schema. We use the number of OLTP clients and the number
of worker threads for a single GAP request to control the
workloads.

In general, GART provides strong performance isolation
between OLTP and GAP workloads. Fig. 9(a) shows the per-
formance of OLTP and GAP workloads when we gradually
increase the number of GAP worker threads. The OLTP per-
formance degradation is trivial (1%), even if the GAP work-
loads are saturated. This is due to the physical isolation in
GART, as GAP workloads do not interfere with transactions.
On the other hand, when we increase the number of OLTP
clients, as shown in Fig. 9(b), the performance degradation
of GAP workloads is about 12%. This is because the number
of edge versions also increases, causing additional overhead
to check versions. At 5 clients, the OLTP server’s maximum
capacity is reached due to a fixed number of cores being al-
located for its use.

6.5 Graph Topology Storage

Edge scan is a common and costly operation in GAP work-
loads, such as PageRank and LPA. To study how the perfor-
mance of edge scan is affected by different graph topology
storages, we compare the following typical graph storages.

◦ CSR is a compact structure without the support of updates,
which is widely used by the static graph topology storages.

◦ LiveGraph [87] is a state-of-the-art dynamic graph stor-
age that uses adjacency lists and fine-grained MVCC.

◦ SegCSR is a CSR-like topology storage proposed by
GART, which uses segment-based design and coarse-
grained MVCC. Note that each edge segment has a 1 MB
initial size and manages 4,096 vertices.

◦ SegCSR/TS is similar to SegCSR, except that it uses fine-
grained MVCC as LiveGraph.

To simulate diverse workloads, we load graphs in two pat-
terns: (1) bulk load, i.e., edges are sorted by their source ver-
tices and loaded sequentially, and (2) random insertion, i.e.,
edges are loaded randomly to simulate the behavior in trans-
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topology storages using (a) bulk load and (b) random insertion.

actions. We scan edges of each vertex and evaluate edges
read per second as scan throughput.

Read-only workloads. We first evaluate the performance of
the single-version edge scan without version checking. As
shown in Fig. 10(a), with the bulk load, SegCSR exhibits
consistent performance behavior across various datasets. For
example, SegCSR only incurs a 35% slowdown compared
to CSR for WK, while LiveGraph incurs more than an 80%
slowdown. Compared with adjacency lists for each vertex
in LiveGraph, SegCSR has a better locality and fully ex-
ploits CPU prefetching as it associates the edges of many
vertices in a segment. Moreover, the edge scan through-
put of SegCSR is more than 2× that of SegCSR/TS since
SegCSR adopts a simpler data structure for edges. With ran-
dom insertion, the locality of LiveGraph suffers from mem-
ory allocation. As shown in Fig. 10(b), SegCSR outperforms
LiveGraph by up to 12.5× (from 4.7×) and only incurs about
a 30% slowdown compared to CSR.

The memory usage is shown in Fig. 11. Compared with
CSR, SegCSR requires about 3× memory of CSR for up-
dates, which is significantly less than that of LiveGraph
(8.8× of CSR). The coarse-grained MVCC helps SegCSR
reduce memory largely by using the epoch table for each
vertex instead of timestamps for each edge. Compared to
SegCSR/TS, SegCSR reduces memory usage by up to 3.8×.
The memory usage of SegCSR/TS is higher than that of
LiveGraph (typically less than 18%) due to the free slots in
the edge segments.

Read-write workloads. We further evaluate the perfor-
mance of the write and the multi-version edge scan. We scan
the edges in latest stable version via latest_repoch (§2) when
a dedicated number of edges have been inserted. For the bulk
load setting, we use the ORDER-ORDERLINE graph in TPC-C
and PERSON-POST graph in LDBC SNB. With the random in-
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Fig. 13. Comparison of multi-version edge scan perf. for different

topology storages using (a) bulk load and (b) random insertion.

sertion setting, we utilize a shuffled CUSTOMER-ORDER graph
in TPC-C and PERSON-POST graph in LDBC SNB.

As shown in Fig. 12, the write throughput of SegCSR is
about 2.2× and 2× of LiveGraph with the bulk load and ran-
dom insertion, respectively. According to the performance
of SegCSR/TS, about 70% of the performance improvement
is due to the fact that the coarse-grained MVCC of GART

writes the newly generated version (epoch) number to the
epoch table only once, instead of writing the version number
on every update. Moreover, writes of SegCSR do not per-
form costly GC-related operations, unlike with LiveGraph.
SegCSR will copy edges from an old segment with insuffi-
cient space to a new segment with a larger space. It intro-
duces high tail latency (more than 7,000× of ordinary edge
insertion latency on average) in edge insertion, but the fre-
quency of it being triggered is less than 0.01%.

As shown in Fig. 13(a), with the bulk load setting, read per-
formance of SegCSR outperforms LiveGraph by 2.5× due
to better locality and coarse-grained MVCC. It is very close
to the upper bound (single-version read performance, SegC-
SR/1V), while LiveGraph is about 37% of SegCSR/1V. To
show the efficiency of coarse-grained MVCC, SegCSR/TS
outperforms LiveGraph only by 1.7×. With the random in-
sertion setting shown in Fig. 13(b), SegCSR and SegCSR/TS
outperform LiveGraph by 3.1× and 2.3×, respectively. It in-
dicates that the coarse-grained MVCC in GART can largely
increase read performance for dynamic workloads.

6.6 Flexible Property Storage

To study the performance of the flexible property storage, we
compared it with two typical property storages: row store
(row) and column store (col). For the read (resp. write) per-
formance, we scan (resp.update) the properties of each ver-
tex using CUSTOMER vertices derived from TPC-C. We con-
trol the number of columns scanned and updated, and evalu-
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Fig. 14. Comparison of (a) read throughput and (b) write through-

put for different property storages with different numbers of

columns read and written, respectively.

ate the number of processed vertices per second as read and
write throughput, respectively.

Fig. 14(a) reports the read throughput. The performance
of the row-based property storage is fixed as the number of
scanned columns increases since it needs to fetch at least one
cache line. However, the performance of column-based prop-
erty storage significantly drops due to cross-column access.
Compared with the row-based storage, the flexible property
storage achieves better performance, especially when scan-
ning a few columns. For example, the flexible property stor-
age achieves 5.9× read throughput when scanning only one
column. The write operations of the flexible property stor-
age also outperform existing storage models, as shown in
Fig. 14(b). It achieves a speedup of 1.2× and 4.4× compared
to row-based and column-based storages, respectively, when
writing four columns of properties.

Row-based storages and column-based storages have dif-
ferent performance behaviors for reads and writes. We find
that the read operation is light and dominated by the mem-
ory footprint, while the write operation is dominated by the
number of writes due to the overhead of memory copy and
atomic operations. The flexible property storage allows users
to combine attributes into a column family on-the-fly with
some overhead. In our experiments, it takes about 1.1 sec-
onds to create a property snapshot with 4 columns as a col-
umn family for 229 MB properties.

7 RELATED WORK

HTAP systems. HTAP systems have three main typical de-
sign choices. Dual systems [51, 57, 58, 82] combine two
specialized systems for OLTP and OLAP scenarios, while
single-layout systems [39, 60, 64] support HTAP workloads
from either an OLTP or an OLAP system. Dual-layout sys-
tems [9, 14, 15, 19, 44, 50] aim to build a single system with
different data layouts for the two scenarios. VEGITO [65] is
proposed to retrofit fault-tolerant backups to support hybrid
workloads, which arrives at a sweet spot for the performance-
freshness tradeoff. These works are developed for relational
data, while GART extends VEGITO to constantly maintain a
graph layout for transactional data from an OLTP system to
support dynamic graph analytical processing.

Graph databases. Graph databases [2, 6, 8, 27] support both
OLTP and GAP in a single system. In order to conduct effi-

cient graph updates, they typically adopt linked lists to store
adjacency lists, which downgrades the performance of edge
scan and the whole GAP workloads. LiveGraph [87] devises
the Transactional Edge Logs (TELs) based on adjacency lists
to support both efficient sequential scan and edge insertion.
Adding a CSR-based in-memory property graph representa-
tion in a relational database has been investigated by Oracle,
but without support for updates [13]. GART decouples OLTP
and GAP execution to make both workloads more efficient.

Dynamic graph systems. Prior work presents many general-
purpose dynamic graph systems [24, 30, 41]. Terrace [54]
uses PMA [25, 80], a dynamic memory array based on
tree-based index structures, to store edges of streaming
graphs. CSR++ [32] combines segmented vertex arrays and
vector-based adjacency lists for each vertex, which does not
guarantee the locality of edge scan from adjacent vertices
(see Fig. 6(b)). Moreover, CSR++ does not support multi-
versioning. Sortledton [33] provides a general-purpose and
transactional graph data structure based on adjacency lists.
Teseo [26] and LLAMA [49] are also CSR-like and guaran-
tee the locality of edge scan. While general-purpose dynamic
graph storages can replace GART’s storage in functions, they
may face performance issues. For example, GART could use
LLAMA [49] as the graph storage, but it would have to copy
data pages for each snapshot, which would be inefficient for
scenarios with high data generation rates or extreme fresh-
ness. Based on insights from HTGAP, the graph storage of
GART does not need to support full transactional semantics,
allowing for new designs and optimizations in the topology
storage. In addition, GART also provides the flexible prop-
erty storage for diverse GAP workloads.

8 CONCLUSION

This paper presents GART, the first hybrid transactional and
graph analytical processing (HTGAP) system based on a
loosely-coupled design. It proposes expressive interfaces for
transparent data conversion and an efficient dynamic graph
storage with good locality. Evaluations confirm its efficacy
and efficiency. The source code of GART, including all
benchmarks, is available at https://github.com/SJTU-
IPADS/vegito/tree/gart.
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