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DrTM: Fast In-memory Transaction 
Processing using RDMA and HTM

In-memory transaction processing system is a key pillar for many 

systems like order entry, Web service, and stock exchange

A 6-node Cluster: two 10-cores, RTM-enabled Intel E5-2650 w/o HT

Mellanox ConnectX-3 MCX353A 56Gbps InfiniBand NIC w/ RDMA
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# Each: 20-core Intel E5-2650 w/o HT, Mellanox ConnextX-3 56Gbps IB, 1 warehouse/T

$ Each: 16-core Intel E5-2650 w/ HT, Mellanox ConnectX-3 56Gbps IB, 240 warehouse/M

Single machine

□ High performance

□ Not scale-out

Distributed system

□ Good scalability

□ Poor performance

Can we build a distributed transaction system 

scale from single machine using HTM and RDMAHTM: Hardware Transaction Memory
Allow a group of load & store instr. to 

execute in an atomic, consistent and 

isolated (ACI) way

RDMA: Remote Direct 

Memory Access

Provide cross-machine

accesses with high 

speed, low latency & 

low CPU overhead

Fully leverage processor & networking features

Local TX: HTM & Distributed TX: 2PL + HTM

DrTM: In-memory TX processing system

□ Target: OLTP workloads

□ Two independent components:

Transaction layer & memory store

□ A partitioned global address space

Architecture

DrTM’s Transaction: 

START+LOCALTX+COMMIT

durability

HTM/RDAM-friendly 

Hash Table

RDAM-friendly, location-based 

and host-transparent cache

TPC-C

Memory Store Evaluation

Transaction Layer

TPC-C
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