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Abstract

Multiprocessor virtual machines expose underlying abundant computing resources to applications. This, however, also worsens the double scheduling problem where the hypervisor and a guest operating system will both do the CPU scheduling. Prior approaches try to mitigate the semantic gap between the two levels of schedulers by leveraging hints and heuristics, but only work in a few specific cases. This paper argues that instead of scheduling virtual CPUs (vCPUs) in the hypervisor layer, it is more beneficial to dynamically increase and decrease the vCPUs according to available CPU resources when running parallel workloads, while letting the guest operating system to schedule vCPUs to processes. Such a mechanism, which we call vCPU ballooning (VCPU-Bal for short), may avoid many problems inherent in double scheduling. To demonstrate the potential benefit of VCPU-Bal, we simulate the mechanism in both Xen and KVM by assigning an optimal amount of vCPUs for guest VMs. Our evaluation results on a 12-core Intel machine show that VCPU-Bal can achieve a performance speedup from 1.5% to 57.9% on Xen and 8.2% to 63.8% on KVM.

1 Introduction

System virtualization has been widely used in many commercial usage scenarios such as server consolidation, multi-tenant cloud and virtual appliances. With virtualization, individual workloads can be deployed on separate virtual machines (VM) hosted on the same machine for performance isolation and resource sharing. With the increasing computing capability of underlying processors by adding more cores, a single VM can be configured with multiple virtual CPUs (vCPU) to take advantage of such abundant computing resources.

In virtualized environments, there is a double scheduling phenomenon: 1) the OS schedules processes on vCPUs and 2) the hypervisor schedules vCPUs on physical CPUs (pCPU). Due to the semantic gap between the two schedulers (i.e., most operations inside a guest OS are opaque to the hypervisor), double scheduling introduces new problems that do not exist in no-virtualized environments. For example, a spinlock holder will be preempted even after disabling the kernel preemption (e.g., use spin_lock_irq in Linux kernel) in a virtualized environment [16]. This will significantly increase the synchronization latency as another vCPU may wait for the same lock at the same time. Such a problem can be severe for SMP VMs running parallel applications, resulting in significant performance degradation.

Unfortunately, state-of-the-art vCPU schedulers, such as completely fair scheduler (CFS) in KVM [1] and credit scheduler in Xen [4], are oblivious to the double scheduling problem. To this end, researchers have proposed a number of approaches to bridging this semantic gap, including relaxed co-scheduling [2, 17], balance scheduling [15], and demand-based coordinated scheduling [9]. However, these approaches either introduce other problems when reducing the synchronization latency (e.g., co-scheduling and demand-based coordinated scheduling) or do not solve the problem completely (e.g., balance scheduling).
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This paper argues that instead of trying to bridge the semantic gap using some specific heuristics and hints, it would be more beneficial to eliminate this gap by minimizing the vCPU number of each VM to exclude the hypervisor from vCPU scheduling as much as possible. To this end, we propose VCPU-Bal, a vCPU ballooning scheme that dynamically adjusts the number of runnable vCPUs of each VM according to its VM weight to minimize the runnable vCPUs. With the minimal number of runnable vCPUs, the hypervisor can assign each vCPU to an exclusive physical CPU in many cases, which may eliminate the double scheduling problem. Besides, even when there is more vCPUs than available pCPUs, by minimizing number of runnable vCPUs, VCPU-Bal can help other schedule schemes such as co-scheduling and balanced scheduling minimize the overhead of double scheduling. Further, as commodity operating systems and some applications do not scale well with a large number of cores [6, 7], especially on the virtual environments [14, 13] where the vCPUs are asymmetric in essence, reducing the amount of runnable vCPUs in a VM can help avoid reaching the scalability bottleneck.

As currently a complete implementation of the proposed scheme is still on the way, we simulate VCPU-Bal by assigning an optimal amount of vCPUs and evaluate it against the default and an affinity-based scheduling using four applications from PARSEC and two applications from the Phoenix benchmark suite. On a 12-core machine, the average performance improvement for PARSEC applications over the state-of-the-art schedule scheme is 13.6% ranging from 1.5% to 25.9% on Xen and 25.5% ranging from 8.4% to 49.2% on KVM. The average performance improvement of histogram and wordcount from Phoenix test suite is 52.7% and 57.9% respectively on Xen and 54.4% and 63.8% respectively on KVM.

The rest of this paper is organized as follows. The next section discusses the scheduling trap at the presence of double scheduling and examines existing proposals, which motivate the design of VCPU-Bal. Section 3 describes the design the VCPU-Bal mechanism, followed by the evaluation in section 4. Section 5 relates VCPU-Bal with previous work. Finally, we conclude this paper with a brief description of our future work.

2 VCPU Scheduling Trap

Double scheduling can cause significant performance degradation of parallel applications running on a guest VM. To illustrate such an overhead, we have conducted a simple performance evaluation using the streamcluster application from PARSEC on an Intel machine with 12 cores. We evaluate its performance under two settings: 1) Single-VM case: we launch a guest VM with 8 GByte memory and 12 vCPUs, which runs a streamcluster instance; and 2) Two-VM case: we launch two guest VMs each configured with 8 GByte memory and 12 vCPUs, each of which runs a streamcluster instance. In the two-VM case, there are 24 vCPUs in total, which is twice the number of physical cores that may cause serious double scheduling problem. Figure 1 shows the result. Although the computing resource of the each guest VM in the two-VM case is 50% of the computing resource of the guest VM in the single-VM case, the execution time of streamcluster in two-VM case is 2.6X longer than that in single-VM case on KVM and 2.1X longer on Xen. This is because double scheduling introduces extra performance overhead on synchronization operations inside the kernel. As shown in the figure, the accumulated time spent in guest kernel in the two-VM case is 5.2X longer than that in single-VM case on KVM and 16.7X longer on Xen.

![Figure 1: Performance of streamcluster in single-VM and two-VM cases.](image)

Further, many operating systems and applications do not scale well with large number of cores, especially on virtual environments [14, 13]. Actually Amdahl's law [8] has limited the speedup of increasing the number of CPU cores at the presence of serial sections. Figure 2 shows a simple evaluation on the scalability of histogram and wordcount on both Xen and KVM. It can be seen that both histogram and wordcount start to encounter scalability problem when the number of cores exceeds 3.

![Figure 2: Scalability of histogram and wordcount on Xen and KVM.](image)
2.1 Issues with Existing VM Scheduling

Due to the semantic gap between the OS scheduler and the hypervisor scheduler, double scheduling introduces many problems. Table 1 summarizes the problems of different scheduling strategies in virtualized environments.

State-of-the-art scheduling schemes, such as CFS used by KVM and credit scheduler used by Xen, are usually oblivious of synchronization operations inside an SMP VM. Hence, it may preempt a vCPU regardless of what it is running. This results in two basic problems introduced by double scheduling: VCPU preemption and VCPU stacking.

**VCPU Preemption:** Whenever a lock holder vCPU is preempted by the hypervisor and switched to another vCPU, the synchronization time spent by another vCPU waiting for the lock will be extended significantly. Figure 3 shows an example. The lock holder vCPU0 on pCPU0 is preempted after it enters the critical section at T1. Meanwhile, vCPU1 on pCPU1 is waiting for the lock holder to exit the critical section. However, vCPU0 is rescheduled on pCPU0 on T2 only after the execution of another VM finishes. Thus, vCPU1 has to wait \( T_{lock\_wait} \) to enter the critical section. Here, the synchronization time spent by vCPU1 is extended by \( T_{preempt} \). Further, during this period, vCPU1 may occupy pCPU1 busy-waiting for the lock holder, which will waste lots of CPU cycles.

**VCPU Stacking:** Normally, a scheduler allows vCPUs to be scheduled on any pCPUs. This will cause the vCPU stacking problem that the lock waiter is scheduled before the lock holder on the same pCPU. Figure 4 shows an example. The lock holder on vCPU0 is preempted when it enters the critical section at T1. Unfortunately, the lock waiter on vCPU1 is scheduled before vCPU0 on the same pCPU (pCPU0) until T2. Thus, vCPU1 has to wait \( T_{lock\_wait} \) to enter the critical section. Here, the synchronization time spent by vCPU1 is extended by \( T_{task1} \) plus \( T_{task2} \).

**Priority Inversion:** Priority inversion is where a vCPU with higher priority is scheduled after a vCPU with lower priority. For example, co-scheduling vCPUs may occupy all pCPUs at the current time slice, when an emergent vCPU comes to the run queue. The emergent vCPU has to wait until the end of this time slice.

**Balance Scheduling:** Balance scheduling [15] tries to spread vCPUs of a VM on different pCPUs without scheduling the vCPUs at the same time. By avoiding placement of sibling vCPUs on the same pCPU runqueue, it can avoid the vCPU stacking problem. However, it still has vCPU preemption problem.

**Demand-based Scheduling:** Demand-based scheduling [9] bridges the semantic gap between the double schedulers by taking inter-processor interrupts (IPIs) as a guidance of coordination demands and proposing an IPI-driven co-scheduling and delayed preemption scheme. However, it may cause priority inversion problem due to its urgent-vCPU-first scheduling mechanism which may preempt a high priority vCPU for an urgent vCPU. Further, this scheme is specific to the IPI-based coordination implementation of the guest OS, and it lacks support of spin-based synchronization detection.

\[ T_{lock\_wait} \]

**Figure 3:** Synchronization latency caused by vCPU Preemption.

**Co-scheduling:** To solve these two problems, researchers proposed relaxed co-scheduling [2, 17] schemes. It schedules vCPUs of the same SMP VM simultaneously. A simple way is to find a time slice that has a sufficient number of available pCPUs to run all tasks. This can help avoid the vCPU stacking problem and reduce the computing resources wasted due to vCPU preemption. However, it introduces CPU fragmentation and priority inversion.

**CPU Fragmentation:** Figure 5 shows an example of CPU fragmentation. When the lock holder vCPU0 is preempted at T1, the lock waiter will also be preempted at T1. Although vCPU1 is runnable on pCPU1 at T2, it cannot be scheduled until T3. Thus, the computing resources between T2 and T3 are wasted.

**Priority Inversion:** Priority invention is where a vCPU with higher priority is scheduled after a vCPU with lower priority. For example, co-scheduling vCPUs may occupy all pCPUs at the current time slice, when an emergent vCPU comes to the run queue. The emergent vCPU has to wait until the end of this time slice.

**Balance Scheduling:** Balance scheduling [15] tries to spread vCPUs of a VM on different pCPUs without scheduling the vCPUs at the same time. By avoiding placement of sibling vCPUs on the same pCPU runqueue, it can avoid the vCPU stacking problem. However, it still has vCPU preemption problem.

**Demand-based Scheduling:** Demand-based scheduling [9] bridges the semantic gap between the double schedulers by taking inter-processor interrupts (IPIs) as a guidance of coordination demands and proposing an IPI-driven co-scheduling and delayed preemption scheme. However, it may cause priority inversion problem due to its urgent-vCPU-first scheduling mechanism which may preempt a high priority vCPU for an urgent vCPU. Further, this scheme is specific to the IPI-based coordination implementation of the guest OS, and it lacks support of spin-based synchronization detection.
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2.2 Motivating VCPU ballooning

Although there is a semantic gap between the OS scheduler and the hypervisor scheduler, double scheduling is not necessary in many cases, where we can let the guest OS schedule its processes and exclude the hypervisor from vCPU scheduling. Instead, the hypervisor cooperate with the guest OS to decide an optimal amount of vCPUs assigned to guest OS. By dynamically adjusting the total number of runnable vCPUs of each VM, and instead rely on the process scheduler in guest OS to do the scheduling. Here, we propose VCPU-Bal, a vCPU ballooning scheme, to achieve this. VCPU-Bal has the following benefits:

- In many cases, when each pCPU has only one vCPU scheduled on it, there will be no vCPU preemption and vCPU stacking problems for VCPU-Bal. Further, it neither introduces problems as shown in Table 1.

<table>
<thead>
<tr>
<th>Credit</th>
<th>CFS</th>
<th>Co-schedule</th>
<th>Balance</th>
<th>Demand-based</th>
<th>VCPU-Bal</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 1: A summary of possible issues with different VM schedulers.

• VCPU-Bal can work for any kinds of guest VMs and is applicable to most virtual environments. Further, it can work in collaboration with other scheduler schemes such as co-scheduling and balanced scheduling and help them ease the overhead of double scheduling.

• By minimizing the runnable vCPUs of a VM, VCPU-Bal can help the VM avoid reaching the scalability bottleneck.

3 Design of VCPU-Bal

This section describes a general design of VCPU-Bal, which is composed of three parts: 1) a manager inside the hypervisor or the management VM makes vCPU balloon and schedule decisions; 2) a kernel module inside the guest OS dynamically adjusts runnable vCPUs according to the ballooning commands from the manager; and 3) a VCPU-Bal scheduler inside the hypervisor schedules vCPUs according to the schedule decisions.

**VCPU-Bal Manager:** VCPU-Bal manager makes vCPU balloon and schedule decisions based on the runnable guest VMs and the underlying hardware resource statistics. VCPU-Bal manager decides the number of pCPUs assigned to a VM according to its weight share. The following expression shows how the number of pCPUs of VMi, \( N_{pCPU} \), is calculated. In the expression, \( W_{VMi} \) means the weight of VMi and \( T_{pCPU} \) means the total number of pCPUs.

\[
N_{pCPU} = \frac{W_{VMi} \times T_{pCPU}}{\sum W_{VMn}}
\]

Suppose we have two running VMs, VM1 and VM2, with the weight of 512 and 256 respectively. The underlying hardware has 12 pCPUs. The VCPU-Bal manager will assign VM1 8 pCPUs and VM2 4 pCPUs, and tell VM1 and VM2 to balloon their runnable vCPUs to 8 and 4 respectively. Then, VCPU-Bal manager will try to schedule vCPUs from different VMs to different pCPUs and tell this scheduling decision to the VCPU-Bal scheduler. For example, it will assign vCPUs of VM1 to pCPU 0-7 and vCPUs of VM2 to pCPU 8-11.

**VCPU Balloon Module:** The vCPU balloon module inside the guest OS is responsible to dynamically online or offline vCPUs according to the ballooning commands. The simplest way to realize the ballooning is to HLT the victim vCPU when it is offline and reactivates it when it is online. When a vCPU is set offline, it will first clear its runqueue and then invoke the HLT instruction to enter into deep sleep, which will cause the hypervisor to schedule it off the runnable vCPU list. The sleeping vCPU will only be responsive to virtual hardware events, such as IPIs or timer interrupts. To reactivate it, an interrupt can be used to exit this vCPU from the HLT state. Although this method is simple, its implementation requires some modifications to the existing OS scheduler. Further, the offline vCPU is still available to the guest OS that it can be the target of IPIs and other hardware events. Thus, an offline vCPU can be accidentally woken up by events, such as global TLB shotdowns, resulting unnecessary schedule requirements of this vCPU and even causing double scheduling problems, such as the CPU initiating the TLB shotdown command should busy-wait until its all recipient CPUs acknowledge the IPI for the sake of TLB consistency.

Another way to realize the ballooning is to use the
CPU hotplug mechanism provided in existing OSes. However, there is no need to send commands to the underlying bus to actually offline the victim vCPU. When a vCPU is set offline, its runqueue and the events registered on it will be cleared; all hardware interrupts will be masked for it; and it will be masked as invisible to the OS. When a vCPU is set online, it will be set available to the OS again. Its runqueue will be activated and the interrupt mask will be cleared. Although this method seems more complicated than the “HLT” solution, it can be realized by reusing most functions provided by CPU hotplug mechanism and the offline vCPU is unavailable to the guest OS, which will not be the target of IPIs or other events. However, as the hot-plug operation is relatively heavyweight compared to “HLT”, a more lightweight approach to hotplugging a vCPU is necessary to reduce the ballooning overhead. Fortunately, recent research has provided operating system support for fast CPU hotplug, with a reduction of latency from hundreds of milliseconds to several microseconds [12]. This can greatly help reduce the cost of VCPU ballooning.

**VCPU-Bal Scheduler:** VCPU-Bal scheduler is responsible to schedule vCPUs according to VCPU-Bal manager’s schedule decision. It can be built upon the vanilla hypervisor scheduler by simply pinning each vCPU on its dedicated pCPUs. As each pCPU will usually have only one vCPU scheduled on it, the hypervisor is excluded from scheduling only when the guest VM explicit relinquish the control by yielding the CPU (e.g., calling _hlt_). When there are two or more vCPUs assigned to a pCPU, it will schedule the vCPUs using the vanilla hypervisor scheduler.

**Challenges and Solutions:** One problem VCPU-Bal faces is that most applications do not take CPU hotplug into design consideration and assume that the number of available CPUs does not change during execution. If the number of vCPUs changes dynamically, such applications may not make use of all available CPUs when the number of vCPUs is increased or they have too many threads when vCPUs are decreased. Here, we believe VCPU ballooning does not happen frequently, as the creation, deletion and migration of a VM do not happen frequently in multi-tenant clouds. Thus, we depend on application itself to adapt to the number of vCPU changes. We can categorize most applications into two types: 1) server applications that will spawn more threads than available CPUs (e.g., web server, database); and 2) computational applications that will check the number of available CPUs before its execution and spawn appropriate number of threads to make good use of CPU resources (e.g., PARSEC). For applications from the first category, they are usually long running and spawn more threads than CPUs in case of asynchronous I/O. They can tolerate changes with the number of vCPUs as when vCPUs decreases they can act as usual and when vCPUs increases they still have more threads than available vCPUs. For applications from the latter one, they are usually short running and spawns as many threads as CPUs. When the number of vCPUs changes, the mismatch between the number of threads and vCPUs will not last long.

The other problem VCPU-Bal faces is that _N_pCPU may be a fraction. In the ideal cases, _N_pCPU of each VM can be an integer and it is possible to find a one-one mapping between vCPUs and pCPUs. In such cases, only the process scheduler in guest OS is needed to do the scheduling, which eliminates the double scheduling problem. On other cases, when _N_pCPU of a VM is a fraction, where there will be more than one vCPUs assigned to a pCPU, VCPU-Bal can still optimize the overall performance by minimizing the number of runnable vCPUs in collaboration with other existing schedule schemes. For example, for balanced scheduling, with less vCPUs in each VM, a lock holder vCPU is less likely to be pre-empted. For co-scheduling, there will be less CPU fragments, as it is easier to find a time slice for a VM with less vCPUs.

**4 Evaluation**

To illustrate the potential benefit of VCPU-Bal, we simulate VCPU-Bal by assigning an optimal amount of vCPUs and comparing its performance with the CFS scheduler on KVM and the credit scheduler on Xen as well as an affinity-based scheduler. The affinity-based scheduling has similar performance of balanced scheduling when vCPUs from the same VM are pinned on different pCPUs. All evaluations were conducted on an Intel machine with two 1.87 Ghz Six-Core Intel Xeon E7 chips equipped with 32 Gbyte memory. We use Debian GNU/Linux 6.0, Xen 4.1.2 and the management VM with Linux kernel version 3.2.6. The KVM version is kvm-qemu 1.2.0 with the host VM kernel version 3.2.6.

We launched two guest VMs using hardware-assisted virtualization each configured with 8 Gbyte memory. Both VMs have the same weight. When evaluating the CFS and credit schedulers, both VMs are configured with 12 vCPUs. For the affinity-based scheduler, both VMs are also configured with 12 vCPUs each with vCPU from the same VM pinned on different pCPU. When evaluating VCPU-Bal, each VM is configured with 6 vCPUs (each is pinned on a different pCPU). We use four applications (canneal, dedup, swaptions, streamcluster) from PARSEC with the native input set and two applications (histogram and wordcount) from Phoenix with the input size of 2 GByte to compare the performance of different schedulers.
**PARSEC applications:** Figure 6 shows the normalized execution time of four applications on Xen using the credit scheduler, affinity-based scheduler and VCPU-Bal. It can be seen that VCPU-Bal improves the performance of dedup, swaptions and streamcluster by up to 25.9% compared to credit scheduler with an average of 17.6% speedup. This is mainly due to the reduced execution time spent in kernel for synchronization operations, as shown in Figure 7. VCPU-Bal reduces the kernel time of these three applications by 3.3X, 458.1X and 27.9X respectively over credit scheduler. For canneal, as it employs lock-free synchronizations for its synchronization strategy [5], it does not suffer from double scheduling problem in Xen. Thus, VCPU-Bal introduces only a small amount of performance improvement for it. On the other side, affinity-based scheduler introduces more performance overhead than improvements for three out of four applications over credit scheduler.

Figure 8 shows the normalized execution time of four applications on KVM using CFS, affinity-based scheduler and VCPU-Bal. It can be seen that VCPU-Bal improve the application performance by up to 49.2% compared to CFS with an average of 25.5% speedup. The performance improvement of dedup, swaptions and streamcluster are mainly due to the reduced execution time spent in kernel for synchronization operations as shown in Figure 9. VCPU-Bal reduces the kernel time of these three applications by 6.5X, 241.8X and 6.5X respectively. While, for canneal, as it encounter the scalability problem when the number of underlying cores exceeds 6, VCPU-Bal improves its performance by helping it avoid the scalability bottleneck. On the other side, affinity-based scheduler can only improve the performance of streamcluster compared to CFS, but reduce the performance of other three applications.

**Histogram and Wordcount:** Figure 10 and Figure 11 shows the normalized execution time of histogram and wordcount on Xen and KVM using vanilla scheduler (credit scheduler for Xen and CFS for KVM), affinity-based scheduler and VCPU-Bal. VCPU-Bal reduces the execution time of histogram and wordcount by 52.7% and 57.9% respectively compared to credit scheduler on Xen and reduces execution time of histogram and wordcount by 54.4% and 63.8% respectively compared to CFS on KVM. The performance improvement is due to two reasons: 1) the execution time of histogram and wordcount spent in kernel is reduced by 3.0X and 10.4X respectively on Xen and 4.0X and 7.3X respectively on KVM; and 2) VCPU-Bal helps both histogram and wordcount avoid reaching the scalability bottlenecks, as they perform worse with 12 cores than 6 cores on both Xen and KVM, as shown in Figure 2. On the other side, affinity-based scheduler cannot improve the performance of histogram and wordcount on Xen and KVM.

**Discussion:** It should be acknowledged that the above results are still quite preliminary yet. On one hand, the startup cost of CPU hotplugs is not included when running the parallel workloads. In our future work, we
plan to design and implement a lightweight CPU hotplug mechanism to let the OS be friendly to VCPU-Bal. On the other hand, we currently only test the performance on a 12-core machine, where the performance gap in a larger scale multicore machine would be larger as the parallel workload will experience more severe scalability problem.

5 Related Work

In the past, lots of work tries to mitigate the semantic gap between multiprogrammed parallel applications and the OS scheduler [10, 11, 3] that is similar to the semantic gap between VM and VM scheduler. However, the interface between VM and hypervisor is more transparent than that between application and OS. Further, there exists a double scheduling problem in virtual environments. Scheduler activation [3] tries to mitigate this semantic gap by allowing user-level application to positively require or delete CPUs assigned to it. Although VCPU-Bal can take the same idea of scheduler activations by letting the guest VM require or delete its CPUs positively, there are three problems: 1) as most applications are not designed to explicitly require or delete CPUs from the OS, it is hard for a VM to decide whether it needs to increase or decrease its vCPUs; 2) the schedule activation interfaces are too complex to integrate into virtual environments; and most importantly 3) the computing resources a guest VM get is decided by its service level agreement (SLA) not its requirement. Thus, VCPU-Bal let the hypervisor to decide the pCPU assignment.

The semantic gap between the OS scheduler and the hypervisor scheduler introduces the double scheduling problem. Uhlig et al. [16] identifies this problem as the lock-holder preemption problem. They proposed a locking-aware scheduler to mitigate the semantic gap, which requires the guest OS to provide hits on whether a vCPU is holding a spinlock. However, this technique requires a guest OS being full knowledge of all lock-holders in kernel and user space which requires argumenting the guest OS as well as user applications which may not be feasible in commodity OSes. Other work tries to mitigate the problem without the intervention of the guest OS through co-scheduling [2, 17], balance scheduling [15] and demand-based scheduling [9]. However, these approaches either cause other problems or do not solve the problem completely.

6 Conclusion and Future Work

This paper argued to avoid hypervisor scheduling as much as possible by dynamically adjusting the amount of vCPUs to a guest VM according to its weight and available physical CPUs. Experiments using simulated scenarios confirmed the potential benefits of such an approach. In our future work, we plan to fully implement the approach on both Xen and KVM and evaluate the performance benefit in a more realistic setting.
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