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Case#1: space-sharing for GNN

GNN: SET model

2020.10 survey GPU-accelerated GNN training

2020.11 CPU-based sampling is bottleneck

2021.03 GPU-based sampling, and evaluation

2021.05 OPT: pipelining, caching, dynamic workload partition

2021.05 V100 GPU and Friendster dataset 

2021.06 GPU memory contention
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1. Motivate your work
Case#1: space-sharing for GNN

Motivation experiments
• (INSIGHT) Impact factors: cache-ratio, data size
• Key perf. metrics: hit-rate, extracting time
• Focus: line shape, typical cases, reference value

GPU memory contention

Reference 
value

Typical cases

Key metric

Key metric

OPT goal

trends
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1. Motivate your work

2. Support your observation

Diff. Algorithms
Diff. Datasets

Observation experiments
• Metric: definition, setup
• Scope of application: algos, datasets, workloads
• Effectiveness: rare case? bound?

confirmed by evaluation
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6.10

6.22

2021
9.22

• Change sampling algo.
• Correct evaluation

1.14

0.68

0.57

1.36

2021
9.26 0.35 0.74

• Remove overhead

DGL FGNN
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• Change sampling algo.
• Add low-level metrics

2021
9.29

8.64 0.93

0.29

0.35 1.07
2.64 3.75

2.67

2021
10.1

3.67

2.64

3.97
• Correct eval.

0.90
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• Refine format
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10.5
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10.9

1.46

1.42

1.52

1.48

0.66

0.60

• Refine format
• Refine evaluation

• Add new baseline
• Refine format
• Refine evaluation

13%

14%

DGL FGNN
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• Refine baseline
• Correct impl.
• Confirm merits
• Confirm overhead 
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• 1-2 order-of-magnitude faster
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3. Revise your implementation
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• “First things first”: know your LIMITS

• Enough earnings, close to optimal
• Finding optimal is a clear plus
• Realize advantage/disadvantage

PR can be loaded into a single GPU 
worst case

overhead

Limitation
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EuroSys'22
submission

• Converge to the same target
• More faster (7x speedup)
• Fewer epochs (100 vs. 120)

Review: why fewer epochs? 

1. Faster training (per epoch)
2. Fewer epochs (NEW)

“the fewer trainers, the more gradient updates”

• Correct evaluation
8.1x · 1.23x = 10x

• New low-level metric
• A new merit of GNNLab

(“space sharing”)

Final
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2021
8.25

GPU cache
• SOTA: static cache + degree-based policy
• Idea#1: Dynamic cache + approx. prefetching
• Idea#2: CPU/GPU hybrid extracting

Motivation

Observation

Key tech

CPU/GPU feature store: Caching and Prefetching
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static cache

presample policy
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Perforamnce Issues: 1) Capacity & 2) Efficiency
• Efficiency: Caching Policy
• SOTA: degree-based policy

1. Narrow assumption of graph structures 
2. Unaware of sampling algorithms

Motivating experimentsNew Story
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6  GPU-based Feature Caching
6.1  A General Caching Scheme
6.2  Analysis of Caching Policy
6.3  A Pre-sampling Based Caching Policy 
• Efficiency
• Robustness

New Story

EuroSys'22
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Evaluation-centric Research
4  Overview of FGNN

4.1  Our approach: Factored GNN
4.2  Framework
4.3  Challenges

5  Caching
5.1 Static cache with adaptive pre-filling 
5.2  Dynamic cache with approximated prefetching 

6  Role-based Pipelining
??? 

2021
8.01
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Evaluation-centric Research
4  Overview of FGNN

4.1  Overview of Factored Design
4.2  Framework

5  Role-based Pipelining
5.1  Sampler / Extractor / Trainer
5.2  Load balance 
5.3  Running on a single GPU
5.4  Supporting heterogenous environment

6  GPU-based Feature Caching
6.1  General caching policy
6.2  Memory allocation for the cache
6.3 Integration into training process
6.4  Cache data management

2021
9.09
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6  GPU-based Feature Caching
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2021
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5  FGNN Architecture

5.1  Programming Model
5.2  Hybrid Execution 
5.3  Dynamic Scheduling
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5  FGNN Architecture

5.1  Programming Model
5.2  Hybrid Execution 
5.3  Dynamic Scheduling

Dynamic executor switching

2021
10.6

stage-by-stage 
breakdown

Dynamic 
Switching

1 GPU

New Story

New Story

EuroSys'22
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5  FGNN Architecture

5.1  Programming Model
5.2  Hybrid Execution 
5.3  Dynamic Scheduling/Switching

2021
10.6



1. Motivate your work

2. Support your observation

3. Revise your implementation

4. Realize your limit/limitation 

5. Find new contribution

6. Change your story

Conclusion & Thanks

Evaluation-centric 
Systems Research More …?
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