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ABSTRACT
Many performance studies rely on Intel’s Precise Event Based
Sampling (PEBS) to collect processor events, where precision
is a key for the reliability of analysis. In this paper, we make
a study on the precision of PEBS and show that, while by its
name being precise, PEBS can cause mistakes under shad-
owing, which may make the analysis unreliable. We then
show how to remedy such imprecision by artificially insert-
ing bogus instructions. Evaluation shows that our remedy
leads to more precise event samples and thus more reliable
performance analysis.
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1 INTRODUCTION
The complexity of software systems has made it notoriously
hard to diagnose performance problems. To this end, modern
processors provide performance monitoring units (PMU) [8]
to collect hardware-level performance events, such as CPU
cycles, cache misses, and memory accesses, for online or
offline performance analysis.

To strike a good balance between intrusiveness and preci-
sion, PMU widely used sampling for profiling. With a config-
ured event and threshold, PMU triggers an overflow interrupt
after the number of specified event occurrences exceeds the
threshold. Then, the software interrupt handler can take the
chance to record useful information about the context of
the interrupt, which is usually called a sample. Ideally, all
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Figure 1: Event1-Event5 are five same events to be
monitored. Due to the shadow effect, the PMU counter
overflow caused by event 1 will record event 4, while
those generated by events 2–4 will take a sample of
event 5.

monitored events should be sampled with exactly equal prob-
ability. However, PMU sampling is usually imprecise. Due
to hardware limits, there is an inevitable time delay from
the PMU overflow interrupt to the signal handler, which is
called skid. As a result, the software handler might, by mis-
take, sample an instruction following the one that should be
sampled.
To make sampling more accurate and efficient, modern

Intel processors are equipped with Precise Event-Based Sam-
pling (PEBS)1 technique. When a PMU counter overflow
occurs, instead of triggering interrupts, the PEBS hardware
is armed. The hardware will then be ready to record the
next monitored event. It will record the event in a software-
configured memory region [14]. System software can then
inspect the samples later.

However, PEBS is not a silver bullet. Our study shows that
it suffers from the shadow effect — a time delay between the
PMU counter overflow and the arming of the PEBS hardware,
during which any event2 that occurs cannot be captured.
Figure 1 illustrates this problem. Assuming that we have five
consecutive events if a PMU counter overflow is generated
when the first event occurs, the shadow hides event2 and
event3. So the PEBS hardware will record event4. For the
same reason, the PMU counter overflows generated by events
2-4 will finally take the sample of event 5.

No previous work has specifically studied how the shadow
effect affect PEBS. In this paper, we systematically stud-
ied PEBS to better understand the precision of PEBS. With
carefully-designed experiments, we demonstrate that the
shadow effect can introduce significant biases in sampling

1Also called Processor Event-Based Sampling in some versions of Intel
documents.
2An event in this paper indicates an instruction that triggers an increase in
the PMU counter of the monitored performance event.
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results under some circumstances. After analyzing the phe-
nomenon, we propose the sampling bias rule of PEBS: with a
reasonable sampling period, an event has a higher probability
of being sampled when further away from the previous adja-
cent event. This probability reaches its maximum after the
distance is greater than the shadow’s length and no longer in-
creases with the distance. We then further propose a remedy
method to the shadow effect problem by simply inserting
nop instructions at the appropriate positions for some per-
formance events. Evaluation shows that our remedy can
effectively eliminate the shadow effect and provide accurate
and precise sampling for performance tuning.

In summary, the contributions of this paper include:

• A study uncovering the problem of PEBS that leads to
bias sampling results (§2);

• An analysis that uncovers the reason for the occur-
rence of PEBS bias and under what conditions it may
occur (§3);

• A remedy to alleviate this problem over many per-
formance events (§4) with evaluation to illustrate the
effectiveness and overhead (§5).

2 BACKGROUND AND MOTIVATION
2.1 PMU and PEBS
PEBS is capable of recording more information than conven-
tional PMU sampling, including the instruction pointer (IP)
of each sample, the value in general registers, and so on. For
the memory read and write events, it can also record the
destination address of the memory accesses.

Sampling technology is widely used in mainstream perfor-
mance tools, including perf [1], Oprofile [4], Intel VTune [9],
etc. There is also a lot of work based on conventional PMU
sampling or PEBS [2, 7, 13, 17]. Sampler [13] utilizes the
memory access samples obtained by PEBS to detect memory
errors.
Unfortunately, neither conventional PMU sampling nor

PEBS is precise [15]. According to Chen et al. [3], Levinthal [10],
and Nowak et al. [11], the imprecision comes from three
sources: the synchronization of the monitored program with
the sampling period, and the aforementioned skid and the
shadow effect. Nowak et al. [11] uses PEBS to do the anal-
ysis of basic blocks. They do not need the instruction level
precision. PEBS is able to get more accurate results than
conventional PMU sampling for basic block analysis. Xu et
al. [16] solved the inaccurate problem of conventional PMU
sampling but did not study the problem of PEBS because
the results of PEBS sampling is unpredictable and difficult
to reason.

while (offset not reach the end) {
lfence();
read8bytes(base+offset); // R1
read8bytes(base+offset+8); // R2
read8bytes(base+offset+16); // R3
read8bytes(base+offset+24); // R4
offset += 32;

}

Snippet 1: Pseudo code of mem_loads main loop

2.2 Perf
Perf is a performance analyzing tool in Linux from kernel
v2.6.31 [6]. It provides many commands to profile from a
simple program like hello world to the entire system, in-
cluding the kernel code. It supports performance counters,
tracepoints, and dynamic probes [5].
We can use utilities provided by perf to easily count and

sample specific performance events to analyze program per-
formance and locate the performance bottlenecks. All “pre-
cise events” in perf are sampled with the PEBS hardware.

2.3 Imprecision of PEBS Sampling Results
PEBS supports various events, including retired memory
instructions, cache hit or miss (L1, L2, and L3), branch in-
structions, retired instructions, etc [8].
However, PEBS is not always accurate. We demon-

strate the accuracy issue of PEBS by testing the
mem_inst_retired.all_loads event with the code
shown in Snippet 1. In the test, we mmap a 1GB file in tmpfs
and read the mapped area in a loop with a granularity of 8
bytes. Within each loop round, we use an lfence instruction
to ensure that all reads in the previous round have finished,
and then we read the next four 8-byte data. To prevent
irrelevant memory read instructions from affecting the
sampling results, we store the unrelated variables in registers
to ensure that only the four memory read instructions inside
the loop can trigger mem_inst_retired.all_loads events.
We execute the code and record samples of the

mem_inst_retired.all_loads event using perf with PEBS
enabled.We distinguish the four memory reads by inspecting
the IP in the samples. To avoid the influence of a particular
sampling period on the results, we conduct the test three
times, with three prime numbers, 10007, 2347, 991, as the sam-
pling period, respectively. Taking the sampling period 10007
as an example, accessing 1GB memory at 8-byte granularity
should yield a total of about 230/8/10007 = 13412 samples.
With a precise sampling, the four instructions should have a
similar probability to be sampled, i.e., about 13412/4 = 3353
samples per instruction. However, the results in Figure 2
show that all samples turn out to be the first read instruction
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Figure 2: PEBS sampling results for the code in Snip-
pet 1. The height of the bar represents the percentage
of the instruction with the sampling period on the x-
axis. The number above the bar is the absolute number
of samples for this instruction. Different colors repre-
sent the results of different instructions. Regardless
of the sampling period, all samples are focused on in-
struction R1, and no samples fall on R2, R3, or R4.

(R1), and the remaining three read instructions are com-
pletely uncaught. Since the total number of samples is cor-
rect, the extremely biased distribution suggests that samples
which should fall on R2–R4 end up on R1 instead. The other
two sampling periods present similar results.

3 DIVING INTO THE SHADOW
As the shadow effect, the time delay from the PMU counter
overflow to the arming of the PEBS hardware, shades any
event in between, it is easy to put the blame on the shadow
effect for the abnormality in Figure 2. However, no one has
ever studied the issue in depth and tried to explain how
the shadow effect affects. In the section, we dive into the
shadow effect and look for a general rule that can explain
the imprecision of PEBS.
Since the shadow is timing-related, we first measure the

number of cycles for lfence and the 4 read instructions in
Snippet 1 using rdtsc [12]. The instruction lfence takes ap-
proximately 12–14 cycles to complete. The read instructions
are so fast that rdtsc can barely measure their execution
time, except for a small number of R1, which are slower due
to cache misses.

We then try to understand how the shadow effect leads to
the abnormality and show our explanation in Figure 3. For
brevity, we denote the length of the shadow as S during the
explanation. Our basic assumption is that S is longer than the
time of 3 fast read instructions and shorter than the execu-
tion time of lfence. As a result, the PMU counter overflow
generated by whichever read instruction ends up arming the
PEBS hardware during the execution of lfence and subse-
quently sampling the next event, i.e., R1. It is also reasonable
if S is longer than the execution time of the lfence instruc-
tion. That is, the overflow generated by a read instruction

lfence R1

time

armoverflow

R2 R3 R4 lfence R1 R2 R3 R4

S
sample
point

Figure 3: Whenever the PMU counter overflow is gen-
erated, it ends up arming the PEBS hardware during
the execution of the lfence instruction and eventually
records R1.
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Figure 4: After removing the lfence instruction, re-
gardless of the sampling period, the proportion of R1
is always significantly higher than the other three in-
structions.

may span multiple lfence instructions before arming the
PEBS hardware. However, our following experiments in §5.2
show that it’s not the latter case.
Since the extremely biased distribution is caused by the

relatively slow lfence instruction, we remove the lfence
instruction in Snippet 1 and repeat the experiment to see
whether the shadow effect vanishes.

To our surprise, the results in Figure 4 show that the dis-
tribution is still not fair enough. Regardless of the sampling
period, the proportion of R1 samples (45%–54%) is much
higher than that of the other three instructions (all less than
22%). As there is no slow instruction like lfence, why are
the sampling results still biased?

The answer turns out to be cache misses. Since the four in-
structions are accessing 32-byte-aligned contiguous memory,
only the first instruction (R1) may cause a cache miss, which
will take more time to read the data from the main mem-
ory. The next three read instructions (R2–R4) are served by
the cache directly. On cache hits, the probability of the four
instructions being sampled is theoretically equal. However,
since R1 may be prolonged due to cache misses, the PMU
counter overflows generated sometime before R1 will even-
tually sample R1. Thus, R1 has a higher probability of being
sampled than the other three instructions. Figure 5 demon-
strates the scenario. The first four black arrows are all able
to sample correctly, but all the blue arrows will eventually
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Figure 5: Due to the shadow effect, PMU counter over-
flows generated some time before the cache miss (the
blue arrows) end up recording the cache miss instruc-
tion.

for (i = 0; i < 1<<27; i++) { // Br1
if (i % 2 == 0) // Br2

nop();
/* do something time-consuming */
if (i % 3 == 0) // Br3

nop();
}

Snippet 2: Code of branch instructions test

sample R1, which makes R1 has a higher sample percentage
than others.

According to these observations, we summarize the sam-
pling bias rule of PEBS as below. With a reasonable sam-
pling period, an event has a higher probability of being
sampled when it is further away from the previous ad-
jacent event. This probability reaches its maximum after
the distance is greater than the length of the shadow and no
longer increases with the distance.

We then conduct similar experiments on other PEBS per-
formance events to check whether the bias also exists and
whether the rule applies.

The performance event
br_inst_retired.all_branches_pebs tracks all re-
tired branch instructions [8]. We construct a piece of
code (in Snippet 2) that loops 128M times. Three branch
instructions are executed in each loop round, including
a loop condition branch (indicated as Br1) and two more
branch instructions (Br2 and Br3). To validate the sampling
rule we observed, we add some time-consuming code (50
nops in the experiment) between Br2 and Br3.
Again, all three branch instructions should be sampled

similarly with a precise sampling mechanism. But the results
in Figure 6 show that almost all samples are Br3, which
has the furthest distance to its previous branching event,
regardless of the sampling period.

All the previous performance events have the same char-
acteristic of fast execution. The previous analysis shows that
the biased distribution in Figure 4 is caused by cache misses.
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Figure 6: Regardless of the sampling period, all sam-
ples fall on Br3. Theoretically, all three instructions
should have similar numbers of samples.

So we construct multiple consecutive cache misses to test
whether the same problem occurs again.

There are many PEBS performance events related
to cache. We select the L3 cache miss event called
mem_load_retired.l3_miss, and construct four consecu-
tive L3 cachemiss instructions as the code in Snippet 3 shows.
The four addresses are flushed out of the cache with four
clflush instructions at the beginning of each loop. Then
one mfence is used to ensure the data not in the cache before
executing the subsequent memory read instructions.We then
measure the execution times of these four read instructions
with rdtsc. Their execution time is all around 200 cycles,
which further confirms that all of the instructions (R1–R4)
can cause cache misses events.

while (offset not reach the end) {
clflush(base1+offset);
clflush(base2+offset);
clflush(base3+offset);
clflush(base4+offset);
mfence();
read8bytes(base1+offset); // R1
read8bytes(base2+offset); // R2
read8bytes(base3+offset); // R3
read8bytes(base4+offset); // R4
offset += 8;

}

Snippet 3: Code of L3 cache miss test

We then sample the code and find that it is still biased,
as shown in Figure 7. While it does not appear extremely
biased as in the previous events, the results are still very
significantly off and the rule still applies.

4 REMEDY
The main reason for the inaccuracy of PEBS is the shadow
effect. Events that appear in the shadow cannot be captured,
so the most intuitive solution to this problem is to keep the
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Figure 7: The sample proportion of L3 miss perfor-
mance event. For all sampling periods, R1 has a sig-
nificantly higher sampling proportion than that of the
other three instructions.
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Figure 8: Ensure that the PMU counter overflow
caused by the previous event must record the next
event by inserting enough nop instructions between
two adjacent events.

event out of the shadow, i.e., using other instructions to sep-
arate two adjacent events to be tracked. For example, we can
insert some unrelated instructions into two identical events
that are close together so that the interval time between
them is longer than the length of the shadow.
Take the experiment in Snippet 1 without the lfence

instruction as an example. We keep inserting more nop in-
structions into the middle of two adjacent instructions until
the sampling results just become exactly accurate. We then
measure the total time required for instruction and the added
nop, which should be exactly just greater than or equal to
the length of the shadow.

When we add 43 nops to the end of each read instruction,
the sampling results, as shown in Figure 9(a), are still biased.
But when we add an extra nop, i.e., 44 nops after each read
instruction, the sampling becomes very accurate. As shown
in Figure 9(b).
For some of the PEBS performance events, we can add

some nop instructions to the end of each instruction that
may trigger a PMU counter overflow to achieve accurate
sampling at the instruction level.

5 EVALUATION
In this section, we repeat all the previous tests using the
method of adding nops The correctness of this method is
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(a) The sample proportion of memory reads events with 43
nop instructions added after every read instruction.
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Figure 9: The sampling ratio after inserting different
numbers of nop instructions after each read instruc-
tion in Snippet 1 without the lfence instruction.

first verified and evaluated to see how many nop instruction
needed to be added for each performance event to ensure
accurate sampling. The overhead of the inserted nop instruc-
tions in the corresponding experiment is then given. All
results in this section are averages of five experiments to
reduce chance errors.

5.1 Evaluation Setup
Experiments are conducted on a server with two ten-core
Intel® Xeon® Gold 5215M CPUs. The server is equipped with
375GB DDR4 DRAM distributed on two NUMA nodes. The
version of Linux and perf is 5.3.11.

5.2 Accuracy
First, we add some nop instructions to the end of each read
instruction in Snippet 1 to see if we can get sufficiently accu-
rate sampling results. When we add 42 nops, the sampling
results are shown in Figure 10(a), with almost no samples
falling on R2, very few on R4, and more than half on R3.
After adding 43 nops, the sampling results become accurate,
as shown in Figure 10(b), no matter what sampling period
we choose. The percentage of samples for each of the four
read instructions is around 25%. The total execution time
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(a) The sample proportion of memory reads events with 42
nop instructions added after every read instruction.
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(b) The sample proportion of memory reads events with 43
nop instructions added after every read instruction.
Figure 10: The sampling ratio after inserting different
numbers of nop instructions after each read instruc-
tion in Snippet 1.

of one read and 43 nops measured by rdtsc is about 8–10
cycles.
The result of the branch instructions is shown in Fig-

ure 11. When we insert 45 nop instructions into the middle
of two branches, the sampling results are still very biased
(Figure 11(a)). But when the number of nop instructions
reaches 46, the results become very accurate, as shown in
Figure 11(b). The cycles required for a branch instruction plus
46 nop instructions measured by rdtsc is about 10, which
suggests that the length of the shadow of the branching event
is around 10 cycles.
Figure 12 shows the result for the L3 cache miss events

in Snippet 3. Surprisingly, for the longer cache miss instruc-
tions, the number of nop instructions required to ensure
accurate sampling results is also greater. 220 nop instruc-
tions cannot guarantee accurate sampling results, and the
sampling results obtained from different sampling periods
have large deviations (Figure 12(a)). But 221 nop instructions
can ensure accurate sampling results at any sampling period
(not coincident with pattern of the workload) (Figure 12(b)).

The number cycles required for one cache miss instruction
and 221 nop instructions is about 240, which shows that
the shadow of the cache miss events is inherently longer
than other instructions in PEBS. These results show that
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Figure 11: The sampling results after inserting differ-
ent nop instructions in Snippet 2.

the shadow lengths of different PEBS performance events
are inconsistent. For many PEBS performance events, the
remedy by inserting nop instructions is able to solve the
PEBS sampling bias problem.

5.3 Overhead
This approach has the obvious drawback of incurring the
additional overhead associated with the code belonging to
the tracked event related to the percentage of instructions.
Below we test how much performance overhead the method
incurs by adding nop instructions after each instruction.

In this part, we first measure the execution time of codes
from Snippet 1 to Snippet 3 separately. Thenwe insert enough
nop instructions in the same way as previous that ensure
accurate sampling of PEBS and measure its running time
again. The difference between the two execution times is the
additional performance overhead of our approach, as shown
in Table 1.
For the previous tests, the performance overhead caused

by the nop instructions is around 33%–222%. Since not every
instruction in the actual scenario can trigger the event to be
tracked, it is not necessary to insert nop instructions after
every instruction. So the cost in the actual scenario should
be lower than the overhead in our experiments. Simultane-
ously, the sampling technique is typically used to analyze
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(a) The sample proportion of L3 cache miss events with 220
nop instructions added after every read instruction.
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Figure 12: The sampling results after inserting differ-
ent nop instructions in Snippet 3.

Table 1: Execution time before and after inserting
enough nop instructions on Intel® Xeon® Gold 5215M
Processors.

Code in the main loop Overhead

lfence→ 4 reads (Snippet 1) 134%
4 reads (Snippet 1 without lfence) 222%
3 branches (Snippet 2) 130%
4 clflush→ mfence→ 4 reads (Snippet 3) 33%

and optimize program performance and is not used in the
production environment; this overhead is acceptable.

5.4 Experiment Results on Other
Platforms

We repeat all the above experiments on two other platforms.
The first has two twenty-core Intel® Xeon® Gold 6138 CPUs
and 188GB DDR4 DRAM on two NUMA nodes. The version
of Linux kernel and perf is 4.19.32.

The second has a six-core Intel® Core™ i7-8700 processor
and 32GB DDR4 DRAM on one NUMA node. The version of
kernel and perf is 5.2.5.
The results of PEBS sampling also suffer from the same

bias problem, which can be fixed when we insert enough
nop instructions after each instruction that may trigger an

Table 2: Theminimal number of nop instructions to be
inserted after each event to ensure proper sampling
on Intel® Xeon® Gold 6138 and Intel® Core™ i7-8700
Processors.

PEBS Performance Event Gold 6138 i7-8700

mem_inst_retired.all_loads 43 43(Snippet 1)
mem_inst_retired.all_loads 44 44(Snippet 1 without lfence)
br_inst_retired.all_branches_pebs 46 46(Snippet 2)
mem_load_retired.l3_miss 221 221(Snippet 3)

Table 3: The overhead of inserting enough nop in-
structions for different performance events on Intel®
Xeon® Gold 6138 and Intel® Core™ i7-8700 Processors.

Code in the main loop Gold 6138 i7-8700

lfence→ 4 reads (Snippet 1) 131% 146%
4 reads (Snippet 1 without lfence) 231% 242%
3 branches (Snippet 2) 139% 123%
4 clflush→ mfence→ 4 reads (Snippet 3) 58% 127%

event, as shown in Table 2. The corresponding overheads
introduced by these nop instructions are shown in Table 3.
To ensure all the performance events aforementioned in

the same code to be sampled accurately, the number of nop
instructions to be inserted remain the same across platforms.
This indicates that the shadow length of some performance
events may be the same on different hardware platforms. But
before we use PEBS on a new hardware platform, we should
still measure how many nop instructions need to be inserted
in order to make it really “precise”.

6 CONCLUSION
The sampling results of the Precise Event Based Sampling
(PEBS) are not precise. This paper makes a systematic study
on the precision of PEBS and finds the sampling bias rule of
PEBS. We then present how to remedy such imprecision by
inserting nop instructions. Evaluation shows that the remedy
can make PEBS produce real “precise” sampling results with
acceptable overhead.
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